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With the advent of robots combined with artificial intelligence, robots have become an indispensable part of production and life.
Especially in recent years, the collaboration between humans and machines has become a research trend in the field of robotics,
with high work efficiency and flexibility. The advantages of safety and stability make intelligent robots the best choice for the
current industrial and service industries with high labor intensity and hazardous working environments. This paper is aimed at
studying the software design of an intelligent sensor robot system based on multidata fusion. In this paper, through the needle
robot’s high precision requirements and the problem of fast response, a path design method based on the ant colony
optimization (ACO) algorithm is proposed. Path planning is performed by intelligent robots for obstacle avoidance experiments,
while global optimization is performed by the ant colony optimization (ACO) algorithm. For adaptive functions including
obstacle reduction and path information length, the safest and shortest path is finally achieved through the ant colony
optimization (ACO) algorithm. The experimental results show that using the ant colony optimization algorithm to perform
simulation experiments and preprocessing operations on the data collected by the sensor can improve the accuracy and
effectiveness of the data. The ant colony algorithm performs fusion and path planning, and on the basis of ensuring accuracy, it
can speed up the convergence speed. Through the data analysis of obstacle avoidance experiments of intelligent robots, it can be
concluded that it is very necessary for intelligent robots to install ultrasonic sensors and infrared sensors in obstacle avoidance,
because the error between the test distance of the ultrasonic sensor and the infrared sensor and the actual distance is 0.001.

1. Introduction

1.1. Background of Topic Selection. Robots have become an
indispensable part of production and life. Intelligent and
standard robots combine mechanical design, computer soft-
ware technology, advanced signal processing, communica-
tion engineering, materials science, computer vision, and
other fields to form a complex, reliable, and intelligent sys-
tem. The advancement and development of robotics fully
proved the advancement of science and technology. In terms
of industrial technology, military strength, skill level, and
human survival services, the development of the country is
closely related to the development of robotics. Therefore,
the development and implementation of robot technology
objectively represent the frontier of high-tech development,
represent the country’s technological development level,
and represent the country’s industrial automation and

high-tech level. The research, development, and rapid devel-
opment of robots are an important step for the country to
develop advanced technology, and it is also the only way to
improve the country’s comprehensive national strength.

1.2. Significance of the Research. In the control of intelligent
sensor robots, sensors are the means to obtain external infor-
mation, are the core of the overall perception of external
information, and are responsible for receiving information
about the external environment of the robot in real time so
that the robot can make adjustments. Determine the work
sequence and operation content according to changes in the
natural working environment. It can more comprehensively
reflect changes in the environment, so that correct decisions
can be made and the accuracy, speed, and stability of the
robot system can be ensured. However, because the informa-
tion provided by a single sensor is too small to meet the
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requirements of the entire robot, we urgently need a technol-
ogy that can combine the information of many sensors at the
same time to accurately guide the entire robot. Compared
with single-sensor technology, the multisensor fusion control
system has great characteristics. It can be used to enhance
and improve the reliability of measurement data, expand
the measurement range of the fusion system, and improve
the robustness of the system. If some sensors have failed,
you can quickly complete the reconfiguration and resume
work. Multisensor data collection and calculation belong
to the information fusion technology, which collect and
calculate the data transmitted from different sensors to
the processor, and combine the calculated data into a sin-
gle interface description method to improve the adaptabil-
ity of the robot. Multisensor data merging can describe the
typical functions of the robot interface in more detail and
ensure the safe and stable operation of the robot. There-
fore, the development of multisensor fusion is becoming
faster and faster, and it has become a research point in
the field of robotics.

1.3. Relevant Work on the Software Design and Research of
Intelligent Sensor Robot System Based on Multidata Fusion.
This paper studies the software design of the intelligent sen-
sor robot system based on multidata fusion, preprocessing
the environmental information data collected from each sen-
sor of the robot, processing and fusing the data collected
from each sensor, and planning the movement path of the
robot. Zhou et al. proposed the use of artificial potential fields
to avoid obstacles on the mobile chassis. The target set by the
host is defined as gravity, and obstacles in the environment
are defined as repulsive forces. Based on this, artificial gravi-
tation and repulsion models are constructed. According to
the force function derived from the force field, the force of
the robot in the working environment is obtained, and the
speed of the robot is obtained to achieve the purpose of
avoiding obstacles [1]. Zhang successfully implemented the
high-stability and high-precision visual SLAM algorithm,
completed the positioning based on the features of the
matched image, and improved the stability of the mapping
based on the advantages of scale-invariant feature transfor-
mation and Harris focus. SLAM’s position and attitude esti-
mation provides support. At the same time, the IMU data
can be fused according to the Harris focusing method, and
the motion of the robot can be predicted according to the
posture estimation of the IMU, so that the quaternion can
be used to solve the current position and posture of the robot.
However, the use of the ant colony optimization algorithm
can be better achieved [2]. Semmens et al. uses the extended
Kalman filter method and the particle filter method to com-
plete the test calculation of the signal with Gaussian noise
distribution and uses the encoder as the sensor and the ultra-
sonic sensor as the condition estimation standard of the
mobile device [3]. In this case, the particle filter requires a
higher calculation cost, but the calculation time and calcula-
tion accuracy of the particle filter used for sensor fusion are
stronger than those of the Kalman filter. However, by analyz-
ing the challenging problems in the big data reaction, their
research data volume is not large and the basis is insufficient.

1.4. Innovation Points of This Research

(1) Multisensor information fusion technology can
improve the reliability of measurement data, expand
the measurement range of the fusion system, and
improve the robustness of the system when some
sensors fail. It can quickly complete reconfiguration
and resume work

(2) Through the ant colony optimization algorithm, the
optimal path and faster convergence speed can be
obtained during the obstacle avoidance process of
the robot

2. Software Design and Research Method of
Intelligent Sensor Robot System Based on
Multidata Fusion

2.1. Goal of Multiple Data Fusion. Multidata fusion, also
known as multisensor information fusion, has become a
popular research field. It has been applied to many fields,
such as navigation, robots, GPS positioning, and signal pro-
cessing. In modern electronic warfare, it is difficult for the
information provided by a single sensor to reach the target
and carry out the requirements of tracking accuracy and state
evaluation. The purpose of multisensor information fusion is
to combine data from multiple sensors to measure environ-
mental variables, reduce signal uncertainty, and improve
measurement accuracy [4]. Therefore, they fuse different
types of information at different levels for fusion, and the
sensor can directly receive raw data or processed data [5].
In the fusion process, complex reasoning must be performed
on this different and changing information to produce the
effect of 1 + 1 > 2, thereby improving the control efficiency
of the controller [6].

2.2. Necessity of Multisensor Information Fusion. The collec-
tion of sensors and traditional robots that collect environ-
mental information is a kind of intelligent robot. In order
to make the robot have the same cognitive and judgment
abilities as humans, it is necessary for the robot to perceive
as much information about the environment as possible [7].
Intelligent robots based on multisensor information fusion
can perceive the robot’s environmental information and also
enhance the robot’s intelligent control capabilities [8, 9].

2.3. Features of Multisensor Information Fusion. Compared
with single-sensor information fusion, multisensor informa-
tion fusion has the following characteristics.

2.3.1. Good Stability. The performance of each sensor is
complementary, and the information collected is not related
to each other. The entire system receives complete informa-
tion that cannot be received by any sensor [10]. Therefore,
when one of the sensors fails, there will always be another
sensor collecting environmental data as supplementary
information, which will make the system less sensitive to
interference caused by changes in the external environment,
thereby improving the stability of the entire system [11].
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2.3.2. High Reliability. Since information is obtained from
multiple sensors, the possibility of data errors is greatly
reduced. At the same time, the environmental information
collected by many sensors also improves the system’s under-
standing of the environment and significantly improves the
overall reliability of the system [12].

2.3.3. Reduced Ambiguity of Information. When multiple
sensors detect the same environmental target, more environ-
mental information can be obtained, which greatly reduces
the uncertainty of the detected environment [13].

2.3.4. The Overall Performance of the System Is Enhanced. In
theory, it has been proven that sensing the environment or
target through multiple sensors and fusing the received data
using optimization methods will not reduce the overall per-
formance of the system. In other words, the performance of
a system based on multisensor information fusion is better
than that of a single sensor. Generally, the performance of a
multisensor information fusion system is better than that of
a single-sensor system.

2.3.5. Expanded Space Coverage. Since different types of
sensors have different capabilities for detecting environmen-
tal information, the distance and accuracy of detection are
also different. By applying multiple different types of sensors
to the same area at the same time, the space coverage can be
greatly expanded [14].

2.4. Basic Principles of Multisensor Information Fusion. Mul-
tisensor fusion technology is a comprehensive and advanced
decision-making process based on measurement results. In a
multisensor system, since the information provided by differ-
ent sensors may be different, they are mutually supportive or
complementary [15]. Multisensor fusion technology utilizes
multiple sensor resources to integrate redundant multisensor
information in time and space, while eliminating errors or
unreliable information, so as to obtain a consistent descrip-
tion or explanation of the object described. As a result, the
sensor system has better performance than a system com-
posed of various subsets [16].

2.5. Basic Methods of Multisensor Information Fusion

2.5.1. Random Method

(1) Weighted average method: the weighted average
method is usually suitable for dynamic environments
with simple structure and low requirements for
fusion accuracy. It is a simple and intuitive sensor
data fusion algorithm. The weighted average method
uses the weighted average of environmental data
collected by sensors [17] and uses the final result as
a fusion.

(2) Kalman filter method: the Kalman filtering method is
mainly used to merge real-time low-level data from
multiple sensors. There are two information fusion
methods based on the Kalman filter. The centralized
Kalman filter directly integrates all the local observa-
tion equations to obtain the extended-dimensional

fusion observation equation, and then, the global
optimal Kalman filter of the state equation is given
[18]. However, the distributed Kalman filter uses
the local weighted Kalman estimation to provide
global optimal or global Kalman fusion [19]. Obser-
vation fusion technology can be broadly divided into
core fusion technology, centralized fusion technol-
ogy, and distributed fusion technology. The fusion
observation method is the same as other fusion
methods, and this variance observation fusion
method is also referred to as the weighted observa-
tion fusion method. The weighted local observation
equation can be used to obtain the weighted local
observation equation, and then, the state equation
can be used to obtain the Kalman filter fused with
the weighted local observation [20]. However, the
Kalman filter has two characteristic limitations: the
system and the observation value must be nonlinear
and in this case must be Gaussian. The actual envi-
ronmental conditions are often more complicated,
so we need to optimize the Kalman filter [21].

(3) Bayes estimation method: the main difference
between the Bayes estimation algorithm and traditional
methods is whether to combine previous information
and Bayes estimation model information. The parame-
ter to be estimated is considered to be a random
variable with some previous probability distribution
constraints. Sample observation is actually a process
in which the previous probability density is converted
into a posterior probability distribution by calculation,
so that the initial estimated parameters can be cor-
rected from the useful sample information [18].

2.5.2. Artificial Intelligence Methods

(1) Neural network method: the neural network has
powerful self-learning, self-organization, and self-
adaptation capabilities and can simulate complex
nonlinear mapping. These neural network functions
and powerful nonlinear processing capabilities can
perfectly meet the requirements of multisensor data
fusion processing [22]. In multiple sensor systems,
each environmental information source can provide
each environmental information because they have
a certain degree of uncertainty, and these uncer-
tainties are fused with other information. The process
is actually a process derived from reasoning. The
neural network determines its classification index
based on the similarity of the samples accepted by
the current system. This approach to decision-
making is mainly reflected in the network weight
and structure distribution [23]. At the same time, it
also allows us to use a special neural network learning
algorithm to obtain knowledge from the network and
obtain the mechanism of inference uncertainty from
the network. It uses the self-learning and reasoning
functions of the neural network to perform multisen-
sor data fusion.
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(2) Fuzzy logic theory algorithm: the fuzzy logic theory
algorithm is an algorithm for fuzzy general judgment,
which simulates the thinking of the human brain. It
uses some fuzzy rules to derive key performance
indicators, but the key is to construct logical member
functions and index functions [24]. In fuzzy reason-
ing, the subordinate rules are fuzzy rules. The fuzzy
input set corresponds to the specific output set
through specific functions. This calculation process
is a fuzzy inference. In addition, using it with other
different types of algorithms can significantly
improve the efficiency of information fusion.

The structure diagram of the fuzzy controller is
shown in Figure 1:

(3) Ant colony algorithm: the ant colony algorithm is a
new optimization algorithm inspired by the ant col-
ony behavior in nature. Once the algorithm was
proposed, it attracted widespread attention from
scholars all over the world and successfully solved
many combinatorial optimization problems [25].

The advantages of the ant colony algorithm are as fol-
lows: First, it is very robust, and simple modifications to the
algorithm can be used to solve other problems. Second, the
ant colony algorithm can be combined with some other algo-
rithms for calculation, which can improve the calculation
performance of the ant colony algorithm. The flow chart of
the ant colony algorithm is shown in Figure 2.

2.6. Comparison of Multisensor Information Fusion Methods

(1) The weighted average method is suitable for low-level
data fusion in a dynamic operating environment. The
advantage of this method is that there is less informa-
tion loss and the initial data can be easily merged.
The disadvantage is that a suitable mathematical
model must be found, and the scope of application
is relatively limited

(2) Kalman filtering method is suitable for low-level data
fusion in a dynamic operating environment. This
information is expressed as a probability distribution
with Gaussian noise uncertainty. The advantage is that
the amount of information transmitted by the data
will not be lost, and the initial data can be easily inte-
grated. The disadvantage is that it needs to build a

more accurate mathematical model or know the statis-
tical properties, which limits the scope of application

(3) The Bayes estimation method is suitable for
advanced data fusion in a static environment. It is
also a way of representing information, which has
an unknown probability distribution of Gaussian
noise. The advantage is that the theoretical founda-
tion is well supported, so it is easy to understand
and implement. The disadvantage is that it is difficult
to obtain prior knowledge, which limits its wide-
spread use

(4) The neural network method can run on the bottom
data of the dynamic environment or the top data of

Knowledge base

Fuzzification Fuzzy reasoning Control targetClarification
Output

Reference
input

Figure 1: Block diagram of the fuzzy controller.
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Figure 2: Ant colony algorithm flow chart.
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the static environment. It belongs to the information
representation method of the neuron input, and there
is the uncertainty of learning errors. The advantage is
that the requirements for prior knowledge are not too
high or not required, and the ability to adapt is very
strong. The disadvantage is the large amount of calcula-
tion, and it is difficult to establish effective learning rules

(5) The fuzzy logic theory algorithm is suitable for
advanced data fusion in a static operating environ-
ment [26], and it is a propositional information
expression method with member uncertainty. The
advantage is that it can clearly describe the problem,
is close to human language habits, and has good
scalability. The disadvantage is that the amount of
calculation is large

2.7. Path Planning Based on Artificial Potential Field. The
basic idea of the artificial potential field is to construct the
gravitational potential field of the target point and the repul-
sive potential field of the obstacle after determining the
position of the target point and the obstacle and determining
the direction of falling by determining the target position. By
finding the descending direction of the combined potential
field function of the two possible fields, the best path without
collision is determined. The schematic diagram of the artifi-
cial potential field is shown in Figure 3:

When the robot moves to the target point, the repulsive
force field function generated by the obstacle on the robot
is U , and the generated potential energy is related to the dis-
tance (d) between the obstacle and the robot. The specific
relationship is shown in the repulsive force field function.
The form of the field function is

U rep Xð Þ =
Kr

d
, d < dm,

0, d > dm:

8
<

:
ð1Þ

Among them, Kr represents the repulsive force field
constant, X represents the position of the robot, Y represents
the position of the obstacle, and dm is the range of influence
of the repulsive force field.

The repulsion of obstacles to the robot is generated by the
virtual repulsion potential field, and the direction is the
negative gradient direction of the repulsion potential field,
and its expression is

Frep Xð Þ = −∇U rep Xð Þ: ð2Þ

When d tends to 0, F tends to infinity, indicating that the
robot collides with an obstacle. In order to prevent this from
happening, generally set a safety distance threshold d0; when
d tends to d0, F tends to infinity, and the robot’s repulsive
force expression is

Frep Xð Þ =
Kr ×

1
d − d0ð Þ2 −

1
dm − d0ð Þ2

 !

, d ≤ dm,

0, d > dm:

8
>><

>>:

ð3Þ

Gravitation is the attraction of the target point to the
robot. As the robot approaches the target, the force will grad-
ually decrease. When the robot is too close to the target, the
force tends to zero, which can be ignored. In this article,
the gravity field function is considered as

U rep Xð Þ = 1
2Ka ⋅ d

2: ð4Þ

Figure 3: Schematic diagram of artificial potential field.
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Among them, Ka is the gravitational potential field
constant, and the response gravitation generated by the grav-
itational field is

Fatt Xð Þ = −∇Uatt Xð Þ: ð5Þ

Resynthesize (1) which is the expression of the gravita-
tion on the robot:

Fatt Xð Þ = Ka ⋅ d: ð6Þ

The direction of gravity is from the robot to the target
point.

The resultant potential field of the robot’s running space
is the combination of the gravitational field and the repulsive
field experienced by the robot. According to the superposi-
tion principle of the potential field, the expression of the
whole situation field is obtained as

U Xð Þ =Uatt Xð Þ +U rep Xð Þ: ð7Þ

The resultant force experienced by the robot is shown in

F Xð Þ = −∇U Xð Þ = −∇Uatt Xð Þ−∇U rep Xð Þ = Fatt Xð Þ + Frep Xð Þ:
ð8Þ

2.8. Realization of Ant Colony Optimization Algorithm and
Path Planning. There are two core problems in the ant colony
optimization algorithm, ant coding and fitness function con-
struction. For coding, the distance between the planning ori-
gin point and the planning target point is divided into D + 1
equal parts along the X axis, and the ordinate value is the
ant code. Assume that the total number of ants is n. The
process ant colony optimization algorithm is described in
path planning:

Objective function:

f x, yð Þ =min f x, yð Þ: ð9Þ

This is the path length. When moving, antkk ð1, 2,⋯, nÞ
determines the next transmission direction based on the
amount of information. At time t, the corresponding proba-
bility of the ant from position i to position j is shown in

pkij =
ταij tð Þ ⋅ ηβij tð Þ

∑n
r∈SKτ

α
ir tð Þ ⋅ ηβir tð Þ

, j ∈ SKi ,

0, j ∉ SKi :

8
>><

>>:

ð10Þ

Among them, ηijðtÞ is a local heuristic function, the
parameters α and β are used to modify the τijðtÞ and ηijðtÞ
for the weight of the entire mobile probability effect, and SKi
is the feasible region of position i at time K , and the feasible
region is updated in the iterative process.

Δτ ji tð Þ =
1

f xi, yið Þ : ð11Þ

It is the relative path length.

τij t + 1ð Þ = ρ ⋅ τij tð Þ + Δτij tð Þ: ð12Þ

ρ is the coefficient of pheromone volatilization, which is
0.8 in this article. Over time, the update formula is

τij t + 1ð Þ = ρ ⋅ τij tð Þ + 〠
n

k=1
τkij: ð13Þ

Among them, Δτkij is the amount of information left by k
ant; if the ant passes (i, j) in the k-th cycle, then

kΔτkij =
τ0ij
Lk

: ð14Þ

Lk is the total length of all paths in the k-th cycle, or
Δτkij = 0.

3. Experiments on Software Design and
Research of Intelligent Sensor Robot System
Based on Multidata Fusion

3.1. Examples of Multisensor Fusion Robots. At present,
intelligent mobile robots basically have visual sensors, tactile
sensors, ultrasonic sensors, and infrared sensors through
fusion methods. One of the key technologies is to improve
the ability of mobile robots to avoid obstacles under sensor
data. Some examples of multisensor fusion for mobile robots
are shown in Table 1.

3.2. Obstacle Avoidance Experiment

3.2.1. Static Obstacle Avoidance Experiment of Dynamic
Window Method. The static obstacle avoidance experiment
of the mobile chassis is completed based on the dynamic
window method. The mobile chassis will drive forward and
will change the driving direction when encountering obsta-
cles, thus avoiding static obstacles and reaching the desig-
nated position. During the test, the average running speed
of the mobile chassis was 0.29m/s, and the average time
was 30 s. The static obstacle avoidance physical map of the
dynamic window method is shown in Figure 4 (the process
is from left to right):

3.2.2. Dynamic WindowMethod Dynamic Obstacle Avoidance
Experiment. When the dynamic windowing method is used
for local route planning, it is impossible to predict the trajec-
tory of the moving object and replan the route, and it is diffi-
cult to deal with dynamic obstacles. When the dynamic target
completely blocks the path of the moving chassis, the moving
chassis will detect the obstacle, replan the path, and thenmove
backward to avoid encountering obstacles when turning. It
can be concluded that the dynamic window method has limi-
tations for the obstacle avoidance of dynamic targets. During
the test, the average running speed of the mobile chassis was
0.23m/s, and the average time was 35 s. The dynamic obstacle

6 Journal of Sensors



avoidance diagram based on the dynamic window method is
shown in Figure 5 (the process is from left to right).

3.2.3. Dynamic Obstacle Avoidance Experiment Based on
Artificial Potential Field Method. In the human-in-field
method, the extracted dynamic obstacle model is used to
add the speed term of the obstacle to the method, and the
dynamic obstacle avoidance experiment is carried out. The
experimental conditions are basically the same as the
dynamic window method. The mobile chassis predicts the
trajectory of the pedestrian based on the speed of the pedes-
trian and determines in advance whether a collision will
occur, and the local path planning will change the trajectory
of the robot in real time to achieve the goal of dynamic obsta-
cle avoidance. During the test, the average running speed of
the mobile chassis was 0.23m/s, and the average time was
29 s. The physical map of dynamic obstacle avoidance based
on the improved artificial potential field method is shown in
Figure 6 (the process is from left to right).

See Table 2 for the analysis and comparison of the above
three groups of mobile chassis obstacle avoidance experi-
ments. It can be seen from the table that the dynamic window
method has a good effect when applied to static obstacle
avoidance and can meet the requirements of normal use,
but it is not well applied in dynamic obstacle avoidance, the
path planning efficiency is low, and there is a risk of collision.
The artificial potential field method can successfully predict
the trajectory according to the moving speed of the obstacle
and plan the possible collision path in advance. Compared
with the dynamic window method, it greatly improves the
success rate and efficiency of obstacle avoidance.

4. Software Design Research of Intelligent
Sensor Robot System Based on
Multidata Fusion

4.1. Intelligent Robot Obstacle Avoidance System. Sensors are
the main tool that connects the robot with the external

Table 1: Multisensor fusion robot example.

Robot Sensor type Fusion technology

HILARE Sound, vision, laser ranging Weighted average

DARPA Vision, sonar, laser ranging Small range average increase

Stanford Semiconductor laser, tactile, ultrasonic Kalman filtering

RANGER Semiconductor laser, tactile, ultrasonic Jacobian tensor and Kalman filtering

LIAS Ultrasonic, infrared Multiple fusion

Alfred Sonar, sound, color camera Logical reasoning

ANFM Camera, infrared, ultrasonic, GPS Neural networks

Figure 4: The physical image of static obstacle avoidance based on dynamic window method. (This picture begins with “Research on Mobile
Robot System Design and Map Navigation Based on Multisensor Fusion.”)

Figure 5: Dynamic obstacle avoidance based on dynamic window method. (This picture begins with “Research on Mobile Robot System
Design and Map Navigation Based on Multisensor Fusion.”)
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environment, and the choice of sensors is the most important
for realizing the autonomous movement of intelligent robots.
The intelligent robot platform is equipped with 4 ultrasonic
sensors and 2 infrared sensors, both of which can realize
the ranging function. The ultrasonic sensor has a wide range
and cannot detect obstacles at close range. Infrared sensors
can make up for the shortcomings of ultrasonic sensors that
cannot be detected at close range. Therefore, in this chapter,
we mainly study how to use ultrasonic and infrared sensors
to avoid obstacles.

4.1.1. Ultrasonic Sensor.Ultrasonic sensors are widely used as
noncontact distance measurement sensors. The working
principle is that the ultrasonic transmitter emits a pulse sig-
nal of a specific frequency in a specific direction. When an
obstacle is encountered, the pulse signal is reflected and
received by the receiving end. The reflected signal can calcu-
late the distance from the transmitting end to the obstacle by
measuring the time difference from transmission to recep-
tion and the propagation speed of ultrasonic waves in the
medium. Since the working environment of the robot is
indoors, the sound wave propagates in the medium at a speed
of 340m/s under the condition that the accuracy of the dis-
tance measurement is not high. The distance measurement
experiment is performed on a single ultrasonic sensor at
room temperature. The experimental test results are shown
in Table 3.

The above results are all tested in an ideal experimental
environment. The difference between the actual distance
and the test distance is very small. When the robot is in

motion or the environment is not ideal, the measurement
results have greater uncertainty.

4.1.2. Infrared Sensor. The infrared sensor system is a mea-
surement system that uses infrared as the medium. It has
the advantages of simple operation, fast measurement speed,
and high accuracy. It is widely used in various fields of daily
life, especially in the field of robotics, as a distance sensor. In
order to reduce the cost of the experiment and improve the
accuracy of the system, we carried out the infrared sensor
circuit design, carried out the ranging experiment at the same
time, and calculated the accuracy of the infrared sensor,
laying the foundation for multisensor data fusion.

When the infrared sensor emitted by the infrared sensor
encounters an obstacle, it will be reflected to the sensor’s
receiving head. During this process, the counter will detect
the number of clock pulses passed to obtain the distance
between the robot and the front of the obstacle. The sensor
selected in this article must provide a voltage output propor-
tional to the measured distance. The infrared sensor is a

Table 4: Infrared sensor characteristics.

GP2Y0A02YK0F parameters

Distance measurement range 20-140 cm

Output type Analog voltage

Package dimensions 28:5 × 12 × 12:5mm
Current consumption 22 MA

Voltage 4~5V

Figure 6: Dynamic obstacle avoidance based on improved artificial potential field method. (This picture begins with “Research on Mobile
Robot System Design and Map Navigation Based on Multisensor Fusion.”)

Table 2: Obstacle avoidance experiment comparison.

Experimental scene Local path planning method Success rate Moving chassis speed Average running time

Static obstacle avoidance Dynamic window method 80% 0.29m/s 30 s

Dynamic obstacle avoidance Dynamic window method 40% 0.23m/s 35 s

Dynamic obstacle avoidance Improved artificial potential field method 90% 0.23m/s 29 s

Table 3: Ultrasonic sensor test data.

Actual distance (m) 0.3 0.4 0.6 0.7 0.9 1.4 1.9 2.0

Test distance (m) 0 0.389 0.588 0.679 0.888 1.378 1.898 1.967

Actual distance (m) 2.4 2.8 3.3 4.0 4.6 5.0 5.5 6.0

Test distance (m) 2.365 2.766 3.279 3.999 3.554 4.964 5.454 6.098
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Sharp GP2Y0A02YK0F analog distance sensor. The main
characteristics of the infrared sensor are shown in Table 4.

Since the working environment of the robot is indoors,
the sound wave propagation speed in the medium is 340
m/s under the condition that the accuracy of the distance
measurement is not high. The distance measurement experi-
ment is carried out on a single infrared sensor at room tem-
perature. The experimental test results are shown in Table 5.

4.2. Ultrasonic Sensors and Infrared Sensors. Through the
above experimental analysis, it can be concluded that
whether it is an ultrasonic sensor or an infrared sensor, the
error between their test distance and the actual distance is
very small. From Tables 3 and 5, we can get that the mini-
mum error between the test distance and the actual distance
is 0.001.The comparison between the actual distance and the
test distance between the ultrasonic sensor and the infrared
sensor is shown in Figure 7.

5. Conclusion

This paper studies the software design of an intelligent sensor
robot system based on multidata fusion, preprocessing the
environmental information data collected from each sensor
of the robot, processing and fusing the data collected from
each sensor, and planning the movement path of the robot.

Simulating and preprocessing data collected from sensors
using ant colony optimization algorithms can significantly
improve the accuracy and effectiveness of the data. The ant
colony algorithm can perform fusion and path planning
and speed up fusion based on ensuring accuracy. Finally, in
the obstacle avoidance experiment of intelligent robots, we
can conclude that multisensor data fusion technology is very
necessary for intelligent robots, because we can make intelli-
gent robots avoid obstacles through ultrasonic sensors and
infrared sensors.
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Table 5: Infrared sensor ranging experiment data.

Actual distance (m) 0.3 0.4 0.6 0.7 0.9 1.4 1.9 2.0

Test distance (m) 0 0.419 0.688 0.699 0.918 1.398 1.888 1.997

Actual distance (m) 2.4 2.8 3.3 4.0 4.6 5.0 5.5 6.0

Test distance (m) 2.335 2.774 3.265 3.976 3.577 4.988 5.464 6.045
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Figure 7: Comparison of actual distance and test distance between ultrasonic sensor and infrared sensor.
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