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As an effective security protection technology, intrusion detection technology has been widely used in traditional wireless sensor
network environments. With the rapid development of wireless sensor network technology and wireless sensor network
applications, the wireless sensor network data traffic also grows rapidly, and various kinds of viruses and attacks appear. Based
on the temporal correlation characteristics of the intrusion detection dataset, we propose a multicorrelation-based intrusion
detection model for long- and short-term memory wireless sensor networks. The model selects the optimal feature subset
through the information gain feature selection module, converts the feature subset into a TAM matrix using the
multicorrelation analysis algorithm, and inputs the TAM matrix into the long- and short-term memory wireless sensor
network module for training and testing. Aiming at the problems of low detection accuracy and high false alarm rate of
traditional machine learning-based wireless sensor network intrusion detection models in the intrusion detection process, a
wireless sensor network intrusion detection model combining two-way long- and short-term memory wireless sensor network
and C5.0 classifier is proposed. The model first uses the hidden layer of the bidirectional long- and short-term memory
wireless sensor network to extract the features of the intrusion detection data set and finally inputs extracted features into the
C5.0 classifier for training and classification. In order to illustrate the applicability of the model, the experiment selects three
different data sets as the experimental data sets and conducts simulation performance analysis through simulation experiments.

Experimental results show that the model had better classification performance.

1. Introduction

The Internet continues to develop rapidly, and wireless sen-
sor network technology continues to advance rapidly. In
today’s big data era, the scale of data traffic is getting larger
and larger, and the way of intrusion has become more com-
plicated. Traditional intrusion detection technologies such
as artificial immune detection methods and intrusion detec-
tion methods based on information theory have many short-
comings. As intrusion data continue to become more
complex and feature diversified, the model has problems
such as false alarm rate, high false alarm rate, poor attentive-
ness, and low detection rate [1]. Therefore, it is necessary to
choose a new type of intrusion detection technology to
improve the current wireless sensor network security defense
capabilities. A good dimensionality reduction method will
directly affect machine-based performance of the learned

intrusion detection model. Therefore, the problem of high-
dimensional data processing is the biggest challenge faced
by traditional machine learning-based intrusion detection
algorithms [2].

Due to the overall weakness of the Internet in terms of
defense and autonomous management capabilities, this
makes it vulnerable to attacks. This is also an important fac-
tor that makes it difficult to solve wireless sensor network
security problems. In order to further improve its proactive
defense capabilities, it is necessary to significantly improve
its intrusion detection accuracy level, thereby greatly reduc-
ing the false alarm rate. At the same time, it can also weaken
data overload and other problems and apply data mining
technology to wireless sensor network intrusion detection
to achieve the establishment of an intrusion detection system
with self-adaptability and good scalability [3]. With the
increasingly profound impact of the Internet on our lives,
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research on intrusion and anti-intrusion will receive contin-
uous attention, and from the perspective of the current
development form, the level of development of anti-
intrusion technology lags behind that of intrusion technol-
ogy, which makes the former face a bigger dilemma; it is
extremely necessary to optimize and innovate the intrusion
detection system if only to improve the initiative of the for-
mer technology [4, 5].

This article focuses on the important research direction
of wireless sensor network security, studies the intrusion
detection technology based on radial basis function neural
wireless sensor network, and designs and implements the
intrusion detection system based on radial basis function
neural wireless sensor network. Section 1 is the introduction.
Here, we introduce the current situation of wireless sensor
network security and the current research status of intrusion
detection technology at home and abroad and explore and
summarize the intrusion detection technology, intrusion
detection system, and an artificial neural wireless sensor net-
work. Section 2 is the research of the network intrusion
detection algorithm and simulation under the Internet envi-
ronment. The data dimension is reduced through an informa-
tion gain feature selection algorithm; from the perspective of
image recognition, the feature subset is transformed from a
text type to a gray image through a multivariate correlation
analysis algorithm. Dong et al. [6] pointed out that the model
obviously improves the detection and classification accuracy
and reduces the false alarm rate and no longer relies on fea-
ture selection algorithms. Section 3 discusses the result anal-
ysis. The seamless integration of digital simulation and a
physical test bed is realized by constructing a virtual and real
wireless sensor network fusion simulation system. Based on
this system, the physical wireless sensor network can be flex-
ibly configured and arbitrarily connected to the digital simu-
lation wireless sensor network. Through this method, a
complex virtual and real wireless sensor network is con-
structed. Section 4 is the conclusion. Based on summarizing
the work of the thesis, the problems of the model proposed
in the thesis are analyzed in depth, and the future research
and development of wireless sensor network intrusion detec-
tion models based on deep learning are prospected.

2. Research on Wireless Sensor Network
Intrusion Detection Algorithm and
Simulation in Internet Environment

2.1. Related Work. Wireless sensor network security is an
eternal topic in the era of mobile Internet and information.
Wireless sensor network security not only requires wireless
sensor network users to pay attention to it but also requires
wireless sensor network security practitioners to adopt cer-
tain technical means to protect wireless sensor network
users’ data, information, equipment, and other software
and hardware. In the article, the intrusion rules are set in
advance to determine whether the current behavior is abnor-
mal. Although the system has a high detection rate for
unknown behaviors, it is difficult to analyze and detect
encrypted wireless sensor network environments, and the
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system can only detect external attacks [7]. Verma and Ranga
proposed to combine the Snort-based intrusion detection
system and Bayesian classifier to the Internet environment.
The system uses the Snort detection system to collect wireless
sensor network data in the Internet environment and pass
the Yes classifier which classifies and processes the collected
data. This model can effectively detect unknown attacks
and has a low false detection rate [8]. Siddique et al. proposed
an intrusion detection algorithm that combines genetic algo-
rithms and support vector machines in the Internet environ-
ment. The article points out that genetic algorithms are used
to extract features from data, and then, support vector
machines are used for intrusion detection [9]. Experimental
analysis shows that the algorithm improves the accuracy of
intrusion detection and shortens the detection time. But so
far, intrusion detection research for cloud environments has
not really achieved real-time detection and autonomous
analysis, and there are no more mature applications related
to the Internet on the market [10]. As a new research field,
Internet security issues, especially intrusion detection tech-
nology, pose a large number of challenging topics for scien-
tific and technological workers in the two levels of basic
theory and detection technology.

In a wireless sensor network security system, the firewall
plays a role similar to a door guard and is the outermost line
of defense of the system, blocking the inner wireless sensor
network from the outer Internet, and can selectively accept
or deny Internet access. However, with the improvement
of hacker technology, the diversification of attack methods,
and the complexity of attack software, firewalls as the main
countermeasures are far from enough. Deng et al. used the
clustering method to filter some types of intrusion detection
data, used the random forest algorithm in machine learning
to reduce the dimensionality of the features, and finally
inputted the convolutional neural wireless sensor network
to complete the intrusion detection. The average recognition
accuracy was as high as more than 99%. The effect is very
significant [11]. Liang et al. used the authoritative KDD
Cup 99 data in the field of intrusion detection and used an
autoencoder to reconstruct the data dimension and input it
into a deep neural wireless sensor network, which doubled
the recognition rate of rare types of intrusion detection data
[12]. Wu et al. used the differential evolution algorithm in
the evolutionary algorithm to improve the deep belief wire-
less sensor network and applied it to the field of intrusion
detection, which greatly improved the performance of recog-
nition [13]. Ling et al. used an improved genetic algorithm
and an improved tabu search algorithm to better set the ini-
tial values of the parameters of the BP neural wireless sensor
network, which made up for the shortcomings of the BP
neural wireless sensor network and improved the perfor-
mance of the intrusion detection system [14]. Li et al. used
the particle swarm optimization algorithm and the iteration
of the population to improve the radial basis function neural
wireless sensor network used in the field of intrusion detec-
tion, reducing other intrusion detection evaluation indica-
tors except accuracy [15].

The existing wireless sensor network intrusion detection
technology has improved the detection efficiency. However,
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in the face of the massive, high-dimensional intrusion data
generated in the current wireless sensor network environment,
it also exhibits some problems. One is the traditional machine
learning intrusion detection model [16, 17]. Feature engineer-
ing is usually required when detecting massive, high-
dimensional data sets. Feature selection methods or feature
extraction methods will directly affect the detection effect of
the model. Second, traditional intrusion detection models
based on machine learning algorithms often use a single clas-
sifier for classification in the output layer. Network intrusions
have high dimensionality, diversity, and complexity, it is diffi-
cult for traditional detection methods to correctly identify var-
ious characteristics of network intrusions, resulting in low
accuracy of network intrusion detection and false alarms.

2.2. Research on Wireless Sensor Network Intrusion Detection
Algorithm. The construction of wireless sensor network does
not need to install other software on the computer, so it does
not occupy computer resources and does not affect the per-
formance of the host business system. In the wireless sensor
network intrusion detection system, if we use switched Ether-
net, it can only detect the information of the wireless sensor
network segment connected to the computer and cannot
detect the data of different wireless sensor network segments.
Therefore, it is difficult for this method to achieve the results
we want when using switched Ethernet. Moreover, the cost
of the wireless sensor network adapter is greatly increased
due to the installation of multiple wireless sensor network
intrusion detection systems. The wireless sensor network-
based intrusion detection model is shown in Figure 1.

In response to the high dimensionality of intrusion
detection data sets [18], the feature selection algorithm used
in this paper is an information gain algorithm. Information
gain is shown in the following formula:

Info(M, N) = F(M) - F(%) +aw iF(?j) (1)

i=0 !

F(M) is expressed as the information entropy of random
variable M, as in the following formula:
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F(M/N) represents the information entropy of random
variable M obtained by random variable N, as shown in
the following formula:
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G}i,j represents the area of the unknown triangle in the
row i and the column j. When i=j, G}, =0. Because the
geometric relationship between two different attributes is
studied, from this, we can get a symmetric matrix whose
main diagonal is all 1/2. That is the SYM matrix. Formula
(4) is a 4-dimensional SYM matrix [19]. The characteristic

description of network traffic data is to better distinguish
between normal traffic data and abnormal traffic data. We
use the information theory method to analyze the correla-
tion between the network traffic attributes and the correla-
tion between the records and find the correlation between
the normal data and abnormal data characteristics to con-
struct the correlation rule set.
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In the Internet environment, the use of the BP neural
network for intrusion detection can improve detection effi-
ciency. However, the BP neural network needs to be trained
on historical data to achieve the detection purpose. The
learning rate of the neural network is fixed, and network
convergence speed is slow. Due to the large number of attack
behaviors that need to be processed in the Internet environ-
ment, the training time required for the BP neural network
must be very long. And because the neural network uses
the gradient descent method for sample training, it is easy
to fall into a local minimum that cannot reach the global
optimum, which will result in low detection efficiency, and
it is difficult to completely guarantee the security of the
Internet system [20]. There are mainly two general improve-
ment methods: one is to improve according to the standard
gradient descent method, such as the BP neural network
algorithm with additional momentum, and the adaptive
learning rate adjustment method. There is also an adjust-
ment method through numerical optimization, including
the quasi-Newton method, the conjugate gradient method,
and the LM method. With the development of artificial
intelligence, many scholars have applied intelligent algo-
rithms to neural networks.

2.3. Research on Optimization of Network Intrusion
Detection Algorithm. The algorithm trains the samples to
adjust the weight value and linearly combines these classi-
fiers by learning multiple classifiers to achieve the purpose
of improving the classification accuracy. In the C5.0 classi-
fier algorithm, Boosting technology usually stacks multiple
C4.5 weak classifiers into a strong classifier. Figure 2 shows
the Boosting-integrated optimization diagram. The algo-
rithm inputs the training data set into the classifier and
trains the weak classifiers one by one in the order of a
ladder-like training process. Each time, the training set of
the weak classifier is transformed according to a certain
strategy, and finally, the weak classifier is combined into a
strong classifier in a certain way.

The detection module requires virtual memory load,
processor load, and detection capabilities. We perform sta-
tistical analysis and processing on the network bandwidth
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FIGURE 2: Algorithm integration optimization.

and other characteristics and create a virtual machine per-
formance characteristic score table [21]. The higher the
score, the better the detection performance of the virtual
machine. The scheduling module queries the performance
and resource load of each virtual machine through a specific
access protocol. At the same time, the scheduling module
calculates the TSD of each detection module according to
the performance characteristic score table and records it in
the score book of the resource scheduling module. TSD is
usually calculated by the following formula:

MoSDy; * T+ Iny F(ilj)
B (zjiOTj + 1/2)

TSD, = % 100%. (5)

Using the min-max method, the generated feature data

are scaled to the range of [0.1, 0.9], and formula (6) is used
in each feature.

K — min = . )
H(K) = = i:%:mF(z), min < K <max. (6)

True Positive (TOP) means to correctly identify the
attack sample as an attack sample, True Negative (TON)
means to correctly identify a normal sample as a normal
sample, False Positive (FOP) means to correct a normal
sample misrecognition as an attack sample, and False Nega-
tive (FON) means that an attack sample is incorrectly iden-
tified as a normal sample. Each evaluation index and the
calculation formula of the detection performance of the
intrusion detection system are given below.
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Accuracy represents the proportion of the number of
samples correctly predicted to all samples, and the formula
is as follows:

TOP + TON
TOTAL
TOTAL =TOP + TON + FOP + FON.

A=« % 100%,

The detection rate is the ratio of the number of correctly
detected intrusion samples to the total number of intrusion
samples, as shown in the following formula:

TOP

P L 100%.
* Top 3 FON * 100%

B=p (®)

The False Positive Rate (FPR) represents the proportion
of normal samples that are falsely reported as intrusive sam-
ples to all normal samples, as shown in the following for-
mula:

FOP

0,
* Fop+ToN * 100%:

C=p ©)

The False Negative Rate (FNR) represents the propor-
tion of undetected intrusion samples to all intrusion sam-
ples, as shown in the following formula:

FON

0,
* Top+FoN * 100%:

D=p (10)

Wireless sensor network simulation technology is often
used in the field of wireless sensor network research. This
chapter will analyze the performance of wireless sensor net-
work simulation and what is the purpose of analyzing wire-
less sensor network simulation performance. Next, a brief
introduction will be given. The analysis and research of per-
formance lay the foundation for improving the performance
of wireless sensor network simulation. Only by first under-
standing the simulation performance can the simulation
performance be improved. For example, when we have a
clear understanding of what factors can affect the simulation
performance, we can know where to start the research when
performing wireless sensor network simulation experiments
or when performing wireless sensor network simulation
optimization. The subsequent research has a purpose and
will greatly reduce blind thinking and behavior in the
research process [22]. When the network simulation task is
divided, the network simulation topology is divided into
multiple small network topologies according to certain algo-
rithms or rules, and the simulation tasks of each small
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network topology can be assigned to different computing
nodes for execution, which can reduce the pressure on the
computing nodes. Each computing node is responsible for
a corresponding proportion of simulation tasks based on
its own performance, so that it will not cause a computing
node with a high configuration to be responsible for few
simulation tasks and a computing node with a low configu-
ration to be responsible for many simulation tasks, resulting
in imbalance of the simulation platform. The more balanced
the load, the more stable the distributed network simulation
platform, the more reasonable the resource allocation, and
the higher its simulation performance.

3. Result Analysis

3.1. Algorithm Simulation Analyses. In this study, the
selected data set is the KDD Cup 100. Usually, in the corre-
sponding simulation experiment research field, the data
source selection is quite important, which will inevitably
help the experiment. Firstly, the collected data are classified
accordingly. Currently, the four main attack methods are
scanning, denial of service, unauthorized access by remote
users, and unauthorized local super authority. The following
uses the corresponding English abbreviations to represent
them, respectively. They are PROBE, DOS, U2L, and U2R.
The data used in this paper are shown in Figure 3(a), and
the classification result is shown in Figure 3(b).

Since the congestion control process of the TCP protocol
is difficult and is the focus of the computer network course,
for this purpose, the congestion control experiment of the
TCP protocol is used as the object to carry out related exper-
iments. Since congestion control is related to link band-
width, delay, and other parameters, first set the bandwidth
and delay of all links as follows: the link between R3 and
R4 is set as the bottleneck link, the bandwidth is set to
20 Mbps, the delay is 160 ms, and the bandwidth of all links
between routers is set to 100 Mbps with a delay of 160 ms;

100 —

98 —

g 96 [ J
-
I
S 94
<
e
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90 |
0 20 40 60 80 100
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—— Before improvement

—— After improvement

FIGURE 5: The number of iterations and accuracy curve.

the link bandwidth from all hosts to the connected routers
is set to 100 Mbps with a delay of 10 ms. The wireless sensor
network performance test tool is installed on hosts H1 and
H3, the TCP traffic sending from the hosts H1 to H3 is
started, and the throughput is recorded in real time. The
real-time throughput of the first 50 seconds is shown in
Figure 4.

3.2. Algorithm Performance Analyses. Figure 5 shows the
comparison curve of iteration times and accuracy between
the improved intrusion algorithm and the unimproved
intrusion algorithm. As shown in Figure 5, the improved
intrusion algorithm converges at the 18th generation itera-
tion, and the model training accuracy rate at convergence
is 98.87%. Although this method is slightly slower than the
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unimproved intrusion algorithm training speed, this method
improves the accuracy of the model.

It can be seen from Figure 6 that compared with the
other four classifiers, the C5.0 classifier has the best feature
classification performance, followed by C4.5. The ACC
values of the C5.0 classifier are 99.91% (KDD100), 99.61%
(NSL), and 99.29% (UNSW). Compared with the method
in the literature, with the ACC value of 93.12% (KDD100),
80.12% (NSL), and 78.41% (UNSW), the proposed method
is superior. The Kappa values of the C5.0 classifier proposed
in this paper are 99.9% (KDD100), 1.00% (NSL), and 99.62%
(UNSW). It can also be reflected from Figure 6 that when

testing the classification performance of the same data set,
not only does the SVM classifier consume the most time,
but also, the overall ACC of the classification is lower than
that of other classifiers.

Through comparison, the two-class ACC values of the
three models of MCA-LSTM, CNN-BiLSTM+C5.0, and
BiLSTM+C5.0 on the NSL data set are 80.39%, 93.87%,
and 99.57%, respectively. The results are shown in
Figure 7. Among them, the two-classification performance
on LSTM is the best, the two-classification performance of
CNN-BIiLSTM+C5.0 is second, and the performance of
MCA-LSTM is relatively weak. In addition, the five-class
ACC values of the MCA-LSTM and BiLSTM+C5.0 models
are 82.16% and 99.68%, respectively. Based on the above
data, it can be seen that the classification performance of
the CNN-BiLSTM+C5.0 and BiLSTM+C5.0 models has a
greater improvement than that of the MCA-LSTM model.
The classification ACC of the BILSTM+C5.0 model is signif-
icantly higher than the classification ACC of the CNN-
BiLSTM+C5.0 model. In today’s large-scale wireless sensor
network environment with complex traffic data, a method
with stronger classification performance and better adapt-
ability is needed to deal with the current network environ-
ment. The excellent classification performance of the
BiLSTM+C5.0 model is more suitable for the current net-
work environment.

3.3. Algorithm Result Analyses. In order to test the perfor-
mance of the model after outlier detection, it is compared
with the traditional radial basis neural network model based
on the gradient descent on the premise of using the same
training samples. The program is run 100 times. While com-
paring the average accuracy, it also uses the variance index
to compare the stability between the two. The comparison
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of experimental results is shown in Figure 8 below. When
the number of hidden nodes selected is 5, the experimental
results are shown in Figure 8. When the number of hidden
nodes selected is 10, the experimental results are shown in
Figure 8. When the number of hidden nodes selected is 15,
the experimental results are shown in Figure 8. Figure 8(a)
is the accurate results of the algorithm for different k values,
and Figure 8(b) is the algorithm variance for different k
values. Analyzing the above experimental results, it can be
seen that although the effect may be biased when K =15,

as a whole, selecting the initial values of the parameters of
the gradient descent method for outlier detection can obtain
relatively high accuracy, and the relatively low variance
improves the performance and stability of the model.

We train 4 kinds of data sets and test them. Figure 9
shows the data analysis results. The specific detection effect
of the wireless sensor network intrusion algorithm is gener-
ally better in the detection of the four types of attack behav-
iors, and it has a strong wireless sensor network security
defense function. The detection rate has reached an ideal
effect, but there are also individual intrusions that cannot
be accurately detected. The false alarm rate is high, and the
experimental results are unstable. Sometimes, the highest
false alarm rate is 19.85%. In terms of wireless sensor net-
work intrusion algorithms based on unsupervised learning,
from the perspective of the overall detection rate index,
although the expected goal is achieved, the shortcomings still
cannot be ignored, and individual intrusions cannot be
detected.

The detection rates and false alarm rates of the four types
of attacks are shown in Figure 10. We can see that the detec-
tion rates of DOS attacks and Probing attacks are very high,
94.31% and 94.61%, respectively, but the detection rates of
U2R and R2L are different. They are not very high. This is
because the amount of data in R2L and U2R attacks is small,
and it is easy to form misjudgements. The experimental
results show that the algorithm proposed in this paper can
effectively distinguish normal data from abnormal data. In
terms of detecting these intrusion attack samples, the algo-
rithm adopted in this paper is superior to the BP neural net-
work algorithm optimized by the bee colony algorithm in
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terms of accuracy and detection performance and has a
higher detection rate and a lower false alarm rate.

4. Conclusion

Carrying out research on intrusion detection technology fac-
ing the Internet environment is the primary issue to ensure
the security of Internet services, in order to improve the
problem of low detection accuracy and high false alarm rate
caused by high-dimensional data. The information gain fea-
ture selection algorithm is used to select the optimal feature
subset to reduce the problem of high data dimensions.
Through the multivariate correlation analysis algorithm,
the feature subset is transformed from a text type to a gray-
scale image, which enhances the time correlation of the data,
and creates a data advantage for the long- and short-term
memory wireless sensor network, in order to avoid designing
feature extraction algorithms to extract the features of high-
dimensional intrusion data. The thesis studies the wireless
sensor network intrusion detection model based on the
Internet environment and has achieved certain results. How-
ever, there are still many shortcomings in the research, and
there is still a certain gap with the actual application. In
the follow-up research work, we consider the real time and
adaptability in the actual wireless sensor network environ-
ment to make relevant demonstrations. By simplifying and
perfecting the parameter tuning process in deep learning
model training, the model time cost and results will be fur-
ther improved. In follow-up research, we try to introduce
other deep learning models.
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