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Pedestrian reidentification is a key technology in large-scale distributed camera systems. It can quickly and efficiently detect and
track target people in large-scale distributed surveillance networks. The existing traditional pedestrian reidentification methods
have problems such as low recognition accuracy, low calculation efficiency, and weak adaptive ability. Pedestrian reidentification
algorithms based on deep learning have been widely used in the field of pedestrian reidentification due to their strong adaptive
ability and high recognition accuracy. However, the pedestrian recognition method based on deep learning has the following
problems: first, during the learning process of the deep learning model, the initial value of the convolution kernel is usually
randomly assigned, which makes the model learning process easily fall into a local optimum. The second is that the model
parameter learning method based on the gradient descent method exhibits gradient dispersion. The third is that the information
transfer of pedestrian reidentification sequence images is not considered. In view of these issues, this paper first examines the
feature map matrix from the original image through a deconvolution neural network, uses it as a convolution kernel, and then
performs layer-by-layer convolution and pooling operations. Then, the second derivative information of the error function is
directly obtained without calculating the Hessian matrix, and the momentum coefficient is used to improve the convergence of
the backpropagation, thereby suppressing the gradient dispersion phenomenon. At the same time, to solve the problem of
information transfer of pedestrian reidentification sequence images, this paper proposes a memory network model based on a
multilayer attention mechanism, which uses the network to effectively store image visual information and pedestrian behavior
information, respectively. It can solve the problem of information transmission. Based on the above ideas, this paper proposes a
pedestrian reidentification algorithm based on deconvolution network feature extraction-multilayer attention mechanism
convolutional neural network. Experiments are performed on the related data sets using this algorithm and other major popular
human reidentification algorithms. The results show that the pedestrian reidentification method proposed in this paper not only
has strong adaptive ability but also has significantly improved average recognition accuracy and rank-1 matching rate compared
with other mainstream methods.

1. Introduction

Public security is the prerequisite for the development of the
national economy and social stability. With the rapid devel-
opment of the economy, the people are paying more and

more attention to security issues [1]. Therefore, social pre-
cautionary measures have gradually been strengthened, and
a large number of surveillance cameras have been installed
in public gathering places such as traffic arteries, security
checkpoints, hotels, schools, and hospitals. They constitute
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a large-scale distributed monitoring system. Pedestrian rei-
dentification is a key technology in large-scale distributed
camera systems. It can quickly and efficiently detect and track
target people in large-scale distributed surveillance networks
[2–4]. Therefore, pedestrian reidentification technology has
great scientific value and broadness in maintaining social
stability, improving public safety, and protecting people’s
lives and property safety [5–7]. Zajdel et al. [8] first proposed
related concepts about pedestrian reidentification. Since
then, the issue of pedestrian reidentification has attracted
increasing attention from academia and industry. In particu-
lar, the public release of the 2007 pedestrian reidentification
data set VIPeR [9] prompted an increasing number of
researchers to publish their research results at major interna-
tional conferences on computer vision and machine learning
(CVPR, ICCV, ECVC, IJCAI, and AAAI), as well as in top
journals, such as the International Journal of Computer
Vision (IJCV), IEEE Transactions on Pattern Analysis and
Machine Intelligence (TPAMI), and IEEE Transactions on
Image Processing (TIP) [10, 11]. They have greatly promoted
the rapid development of pedestrian reidentification technol-
ogy. In general, pedestrian reidentification methods can be
divided into pedestrian reidentification methods based on
feature learning, pedestrian reidentification method based
on distance metric learning, and pedestrian reidentification
method based on deep learning technology.

Pedestrian reidentification methods based on feature
learning mainly include Gheissari et al. [12] proposed a
spatiotemporal segmentation algorithm to detect pedestrian
dressing changes and stable foreground areas. Their stan-
dardized color histograms and edge histograms are calcu-
lated to combine them into pedestrian signature invariant
features. However, this method has a poor recognition effect.
Gheissari et al. [12] proposed extracting the three comple-
mentary features of the overall color content of pedestrian
body parts, the spatial arrangement of colors to stable areas,
and the circulation of highly structured local areas to perform
pedestrian reidentification. However, this method has
problems such as weak adaptive capability and low efficiency.
Zhao et al. [13] proposed a pedestrian reidentification
method based on unsupervised saliency learning. However,
this method has low feature extraction efficiency. Liao et al.
[14] analyzed the frequency of occurrence of local features
in the horizontal direction, obtained stable feature represen-
tation by maximizing the frequency of occurrence, and then
reidentified pedestrians. However, this method has a low
recognition effect and efficiency. Layne et al. [15] proposed
a pedestrian semantic attribute learning method to select
and weight and then perform pedestrian recognition. How-
ever, the feature extraction method of this method has the
problem of weak extraction ability.

Pedestrian reidentification method based on distance
metric learning: Zhang et al. [16] proposed a zero-space
transformation method based on kernel functions and com-
pleted pedestrian matching in this space. But pedestrian
matching is weak. Zhou et al. [17] trained a part of metric
learning through online learning to learn the special local
metric of semipositive definiteness. The local metric can be
adaptively integrated with the global metric to enhance the

performance of the model. But this method has low learning
efficiency and low effect. Zhou et al. [18] proposed a new type
of similarity constraint and studied several constraint gener-
ation schemes based on optimal transmission for identifica-
tion. However, the constraint generation scheme obtained
by this method has a low error rate. Li et al. [19] used the
relationship between related samples and their adjacent
points to construct the neighborhood structure popularity
and proposed a neighborhood structured metric learning
method to learn this manifold discrimination by adjusting
the related domain metric difference. But the measurement
method is not effective. Jia et al. [20] proposed a multidis-
tance metric joint learning method. It learns each suitable
subdistance metric separately for each different feature and
forms the final distance metric through the weighted sum
of the submetrics to perform pedestrian recognition. But this
method has a low recognition effect and adaptive ability.

It can be known from the above literature analysis that
the pedestrian reidentification method based on feature
learning needs to manually set feature information. There-
fore, it is unreasonable to set the feature information, that
is, it does not meet the pedestrian feature information
contained in the image itself, resulting in the loss of some
feature information. At the same time, it also has a method
of extracting feature information, which has a weak adaptive
ability and cannot fully extract the pedestrian feature infor-
mation contained in the image itself. Pedestrian reidentifica-
tion methods based on distance metric learning are different
due to the selected distance metric method. It will affect the
effect of subsequent pedestrian reidentification, that is to
say, there are certain difficulties in the selection of distance
measurement methods. At the same time, this method has
the problem of weak adaptive ability, that is, for different
images containing pedestrians, the same type of distance
measurement method for pedestrian reidentification may
lead to different results, which will affect the accuracy of
pedestrian recognition. For this reason, related scholars have
been researching better pedestrian reidentification methods.
Hinton and Salakhutdinov first proposed the concept of deep
learning in Science in 2006 [21]. Deep learning technology
has been widely used in computer vision [22], image classifi-
cation [23], video analysis [24], and other fields. In view of
the above characteristics of deep learning technology, a deep
learning-based pedestrian reidentification method has been
formed, mainly including Li et al. [25] first convolutional
neural network (CNN) is used in the field of pedestrian
reidentification. It released a new database CUHK03 for
training of CNNs. Since then, the application of CNN in
the field of pedestrian reidentification has attracted increas-
ing attention from researchers. Li et al. [26] designed a multi-
scale context-aware network for learning effective pedestrian
features from the whole and local body parts of pedestrians,
using global appearance features and local appearance
features to fuse and use them for pedestrian classification
tasks. Xiao et al. [27] proposed to learn effective deep features
from different data sets and then perform pedestrian recogni-
tion. Schumann et al. [28] proposed to use the information
contained in the automatically detected attributes to perform
pedestrian recognition. Xu et al. [29] proposed an attention
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pooling network that combined time and space to perform
later pedestrian re-identification. Liu et al. [30] proposed a
cumulative motion context network that is aimed at using
long-term contextual motion information to robustly
identify different pedestrians. Zhong et al. [31] introduced a
heterogeneous and homogeneous learning method. This
method uses camera invariance and domain connectivity
constraints for different data sets to generate more robust
pedestrian features and then perform pedestrian reidentifica-
tion. Bak et al. [32] proposed to publish a synthetic pedes-
trian dataset for indoor and outdoor scenes and developed
a lighting condition estimator to improve the accuracy of
pedestrian reidentification. Yao et al. [33] proposed a deep
learning model based on part loss network to minimize the
empirical classification risk of training pedestrian images
and the learning risk of invisible pedestrian images, thereby
improving pedestrian reidentification. Bai et al. [34] pro-
posed a unified integrated diffusion deep learning framework
that can improve the pedestrian recognition effect by impos-
ing additional constraints on the objective function and
changing the solver for similarity propagation. Cui et al.
[35] proposed a greedy hierarchical unsupervised learning
algorithm, which is a generative model causal variable with
many hidden layers. It can provide ideas for the training of
unsupervised deep learning pedestrian recognition models.
Ali and Chaudhuri [36] pointed out that they demonstrate the
robustness of the training procedure with respect to the random
initialization, the positive effect of pretraining in terms of opti-
mization, and its role as a regularizer. Chen et al. [37] also pro-
posed a fast greedy algorithm to train deep learning models and
achieved good results. Han et al. [38] proposed a SpikingNeural
Networks. The paper proposes a pretraining scheme using
biologically plausible unsupervised learning, namely, Spike-
Timing-Dependent-Plasticity (STDP). The STDP-based pre-
training with gradient-based optimization provides improved
robustness, faster training time, and better generalization com-
pared with purely gradient-based training without pretraining.

In summary, with its powerful learning capabilities, deep
learning models provide an effective solution for pedestrian
reidentification tasks. However, it is found that the pedes-
trian recognition method based on deep learning has the
following problems in the application process: First, during
the learning process of the deep learning model, the initial
value of the convolution kernel is usually randomly assigned.
It makes the model learning process easily fall into a local
optimum. The second is that the model parameter learning
method based on the gradient descent method will appear
gradient dispersion. The third is that the information transfer
of pedestrian reidentification sequence images is not consid-
ered. In view of this, a feature extraction model learning
method based on a deconvolution network is proposed. First,
a feature map matrix can be learned from the original image
by using two layers of unsupervised deconvolutional neural
networks. Then, the obtained feature map matrix is used as
a convolution kernel of the deep convolution network, and
the original image is subjected to layer-wise convolution
and pooling operations. Finally, the second derivative
information of the error function is directly obtained without
calculating the Hessian matrix. Based on this information, a

momentum coefficient is introduced to improve the conver-
gence of back propagation in the small-batch gradient
descent method. It can fine-tune the deep convolutional
network to suppress gradient dispersion. At the same time,
in order to solve the problem of information transmission
of pedestrian reidentification sequence images, a memory
network based on attention mechanism was proposed to
effectively store image visual information and pedestrian
behavior information, respectively. It projects the problem
to both the visual memory network and the behavioral mem-
ory network to retrieve the multimodal factual basis. Then, a
multilayer attention mechanism architecture is proposed to
establish the multiround interaction between the problem
and the two types of memory networks and solve the prob-
lem of information transfer. Based on the above ideas, this
paper proposes a pedestrian reidentification algorithm based
on deconvolution network feature extraction-multilayer
attention mechanism convolutional neural network.

Section 2 of this paper will mainly describe the feature
extractionmodel of the deconvolution network proposed in this
paper. Section 3 details the convolutional neural networkmodel
of the multilayer attention mechanism proposed in this paper.
Section 4 constructs a pedestrian reidentification algorithm
based on deconvolution network feature extraction-multilayer
attention mechanism convolutional neural network. Section 5
analyzes the case and compares it with the main recognition
algorithm. Finally, the full text is summarized and discussed.

2. Feature Extraction Model Based on
Deconvolution Network

2.1. Feature Extraction Model Based on Deconvolution
Network. This paper uses a deconvolution network to
perform unsupervised feature extraction on the original
input image. A deconvolution network is a neural network
consisting of alternating deconvolution layers, depooling
layers, and correction layers [35]. The layered network
structure helps to extract the middle and high-level features
of the image. In this paper, a hierarchical network model is
constructed by stacking two layers of deconvolutional layers,
and the feature mapping matrix is directly extracted using
efficient optimization techniques. As a neural network with
decoder only, the deconvolution network first performs
unsupervised feature extraction in each layer of the network
in the decoding stage. Subsequently, the convolution kernel
convolves the image features and reconstructs a recon-
structed image similar to the original image. Each layer of
the model reconstructs the next layer of the network. The
error of the objective function is the difference between the
reconstructed image and the input image. The layers of the
network structure are connected in a fully connected
manner. After adjusting the parameters through training to
obtain the weights of each layer, it can calculate different
representations of the input signal, and these representations
are recorded as input feature expressions. Assuming that the
input and output of the network are the same, the inference
operation process of the two-layer stacked deconvolution
network model is shown in Figure 1. The mapping operation
is to map the error signal from the first layer to the second
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layer after convolving the input image x through a convolu-
tion kernel. It can get the corresponding feature map. The
reconstruction operation starts from the feature map y2 to
the input layer. The specific derivation process will be
explained in detail below.

Assume that the ith original input image is xðiÞ. It consists
of K0 color channels to form xðiÞ = fxðiÞ1 ,⋯,xðiÞK0

g. By decon-

volving the feature map yðiÞk of the hidden layer and the con-
volution kernel f k,s, K linear sums are obtained. This process
will yield the corresponding s-th color channel map of the
image. Specifically

〠
K

k=1
y ið Þ
k ⊕ f k,s = x ið Þ

s : ð1Þ

In the formula, yðiÞk is a ðNr +H − 1Þ × ðNs +H − 1Þ
-dimensional feature map, and each input image has a
corresponding feature map. ⊕ represents the deconvolution
operator. f k,s is a convolution kernel of H ×H size. xðiÞs is an
Nr ×Nr image. To satisfy the uniqueness of the solution, a reg-
ularization sparsity term is introduced into the feature map
yðiÞk. Therefore, the one-sample objective function is as follows:

T1 x ið Þ
� �

=
τ

2
〠
K0

t=1
y ið Þ
k ⊕ f 1k,t − x ið Þ

t

��� ���2
2
+ 〠

K

k=1
y ið Þ
k

��� ���p: ð2Þ

In the formula, f k,s
1 represents the convolution kernel of

the first layer. p is the norm of the regularization sparse term.
Generally, set p = 1. The value of τ is 1, which plays the role
of balancing the image xðiÞ and the sparse feature map yðiÞk.
The reconstruction phase of the deconvolution network follows
the top-down direction to convolve the feature map of the
hidden layer to synthesize the input image, which is different
from the algorithm principles of sparse self-coding and deep
belief networks. It only obtains the feature description of the
hidden layer of the input image by optimizing the objective
function T1.

Suppose the sample set containing N examples is x =
fxð1Þ,⋯, xðNÞg. The overall objective function of the

second layer can be formed by stacking single-sample
objective functions, specifically

T2 x ið Þ
� �

=
τ

2
〠
N

i=1
〠
K0

s=1
〠
K

k=1
g2k,s y ið Þ

k,2 ⊕ f 2k,s − y ið Þ
k,1

� ������
�����
2

2

+ 〠
N

i=1
〠
K

k=1
y ið Þ
k,2

��� ���p:
ð3Þ

In the formula, yðiÞk,1 and yðiÞk,2, respectively, represent the
first and second layer feature maps. g2k,s is an element in a fixed
binary matrix, which plays the role of connecting feature maps.

The training process of the deconvolution network can be
divided into two stages. In the first stage, given the convolu-
tion kernel f k,s

2, the feature map yðiÞk,2 is obtained so that the
objective function T2ðxÞ is minimized. In the second stage,
given the feature map yðiÞk,2, the convolution kernel f k,s

2 is
solved so that the objective function T2ðxÞ is minimized. In
the specific training process, an auxiliary objective function
T2

’ðxÞ is first introduced to avoid falling into a local
optimum. Then, the minimum value of the auxiliary objec-
tive function T2

’ðxÞ is solved. It makes the auxiliary variable

ξðiÞk,2 and the feature map yðiÞk,2 approximate. The auxiliary
objective function T2

’ðxÞ is defined as

T2′ xð Þ = τ

2
〠
N

i=1
〠
K0

s=1
〠
K

k=1
g2k,s y ið Þ

k,2 ⊕ f 2k,s − y ið Þ
k,1

� ������
�����
2

2

+
β

2
〠
N

i=1
〠
K

k=1
y ið Þ
k,2 − ξ

ið Þ
k,2

��� ���2
2
+ 〠

N

i=1
〠
K

k=1
ξ

ið Þ
k,2

��� ���p,
ð4Þ

where β is a continuous variable. It slowly increases from a
very small initial value until the feature map yðiÞk,2 and the

auxiliary variable ξðiÞk,2 finally approach. In the stage of
obtaining the feature map yðiÞk,2, assuming that the auxiliary

variable ξðiÞk,2 is given, the derivative of the objective function
T2

’ðxÞ to the feature map yðiÞk,2 is

Second layer feature map y2

First layer feature map y1

Reconstruct image x’ Input image x
Re

fa
ct

or
in

g

Alternate
convolution

Alternate
convolution

M
ap

Figure 1: Schematic diagram of the convolution process of the deconvolution network.
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∂T2′ xð Þ
∂y ið Þ

k,2

= τ〠
K0

s=1
F2
k,s

� �T 〠
K

k=1
F2
k,sy

ið Þ
k,2 − y ið Þ

k,1

 !
+ β y ið Þ

k,2‐ξ
ið Þ
k,2

� �
:

ð5Þ

In the formula, if g2k,s = 1, then F2
k,s is equivalent to a

sparse convolution matrix convolved with f 2k,s. If g
2
k,s = 0,

then F2
k,s is a zero matrix.

The feature map yðiÞk,2 is updated as follows: first, given i,
let formula (5) be 0, and find yðiÞk,2. That is to solve the
following KðNr +H − 1Þ × ðNs +H − 1Þ-dimensional linear
system:

A

y ið Þ
1,2

⋮

y ið Þ
k,2

0
BB@

1
CCA =

〠
K

s=1
F2
1,s

� �T
y ið Þ
s,1 +

β

τ
ξ

ið Þ
1,2

⋮

〠
K

s=1
F2
K ,s

� �T
y ið Þ
s,1 +

β

τ
ξ

ið Þ
K ,2

0
BBBBBBB@

1
CCCCCCCA
: ð6Þ

Among them,

A =

〠
K0

s=1
F2
1,s

� �T
F2
1,s +

β

τ
I ⋯ 〠

K0

s=1
F2
1,s F2

K ,s
� �T

⋮ ⋮ ⋮

〠
K0

s=1
F2
K ,s

� �T
F2
1,s ⋯ 〠

K0

t=1
F2
K ,s

� �T
F2
1,s +

β

τ
I

0
BBBBBBB@

1
CCCCCCCA
:

ð7Þ

Then, the conjugate gradient descent method is used to
obtain the optimal solution of formula (6).

In the process of obtaining the auxiliary variable ξðiÞk,2.
Assuming that the feature map yðiÞk,2 is fixed, then the

optimal problem of ξðiÞk,2 is transformed into a 1D optimal
problem for the feature map. If p = 1, the solution expression

of the auxiliary variable ξðiÞk,2 is

ξ
ið Þ
k,2 = max y ið Þ

k,2

��� ��� − 1
β
, 0

� 	
y ið Þ
k,2

y ið Þ
k,2

��� ��� : ð8Þ

The convolution kernel f k,s
2 can be updated according to

the gradient descent method, specifically

∂T2′ xð Þ
∂f 2k,s

= τ〠
N

i=1
〠
K0

s=1
y ið Þ
k,2

� �T
〠
K

k=1
y2k,sZ

ið Þ
k,2 f

2
k,s − y ið Þ

s,1

 !
: ð9Þ

In the formula, Z is a convolution matrix similar to F.

2.2. Network Training Process. The training sample set
fðxð1Þ, yð1ÞÞ,⋯, ðxðNÞ, yðNÞÞg contains N samples, and the
convolutional layer uses the input image or the feature map

of the previous layer. Convolution operation with the convo-
lution kernel, it will get the output characteristics. The feature
map is convolved with multiple sets of convolution kernels to
obtain corresponding output features. Its feature map
calculation formula is as follows:

xl
j′ = f 〠

j∈Ml

xl−1j ∗ f ljj′

0
@

1
A: ð10Þ

In the formula, l is the number of layers of the convolu-
tion layer. xl

j′ represents the j′th output feature map of the l

th layer. f ljj′ is a convolution kernel connecting the j-th
feature map of the l-1th layer and the j′-th feature map of
the l-th layer. Ml is the number of feature maps of the l-1
layer. f ð:Þ represents the nonlinear activation function ReLU.
∗ is a convolution operator. The distribution of the input
data changes after the convolution operation. To solve the
internal covariate shift caused by changes in data distribu-
tion, this paper introduces the BN layer to deal with the data
distribution. The data passing through the BN layer is
equivalent to PCA dimensionality reduction. That is, the
correlation between features is reduced. The data mean and
standard deviation are normalized such that the feature mean
of each dimension is 0 and the standard deviation is 1. In
network structure design, the BN layer is usually placed after
the convolution operation before the activation function.
Therefore, the calculation formula (10) of the forward
transfer convolution layer is changed as follows:

xl
j′ = f BN 〠

j∈Ml

xl−1j ∗ f ljj′

0
@

1
A

0
@

1
A: ð11Þ

The pooling layer combines all nonoverlapping subregions
of the feature map of the convolutional layer. It downsamples
a large matrix into a matrix with a smaller dimension. This
downsampling can reduce the amount of calculation and
prevent overfitting after processing. Its output feature map is

xl
j′ = f βl

j′down xl−1
j′

� �� �
: ð12Þ

In the formula, down ð:Þ represents the downsampling
function. β represents the downsampling coefficient. Simi-
larly, after the pooling layer, the BN layer is used to process
the feature map, and it is placed after the pooling operation
before the activation function. Therefore, the calculation
formula (12) of the forward transfer pooling layer is trans-
formed into

xl
j′ = f BN βl

j′down xl−1
j′

� �� �� �
: ð13Þ

Deep learning model training uses the back-propagation
layer-by-layer training mechanism, and the training parame-

ter is mainly the convolution kernel f . Let z′ðiÞm denote the label

corresponding to the i-th sample in the m-th dimension. zðiÞm
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represents the output corresponding to the i-th sample in the
m-th dimension, then the cost function is

J fð Þ = 1
2
〠
N

i=1
〠
M

m=1
z′ ið Þm − z ið Þ

m

� �
: ð14Þ

In the formula, M represents the total number of catego-
ries. The MB-SGD method is used to update the weights, that
is

f ljj′ tð Þ = f ljj′ t − 1ð Þ − 1
N
η〠

N

i=1

∂J
∂f ljj′ t − 1ð Þ

: ð15Þ

In the formula, t represents the current time. η represents
the learning rate. During the training of the network using
MB-SGD, when the gradient changes its holding direction,
the error surface will have different curvatures along different
directions. It is easy to cause the points on the surface to
oscillate from side to side with the continuous decline of the
gradient. It causes the gradient to fail to converge to a
minimum. For this reason, a case is considered in which MB-
SGD retains both the gradient vector information at the
previous time and the network parameter update value at the
previous time. Then find the second derivative of the error
function. This information not only estimates the gradient of
the cost function surface at a point but also estimates the sur-
face curvature. After calculating the curvature and obtaining
the second derivative information, the weight update formula is

∇f ljj′ tð Þ =
∇f ljj′ t − 1ð Þ

∇f ljj′ t − 2ð Þ−∇f ljj′ t − 1ð Þ
∇f ljj′ t − 2ð Þ: ð16Þ

In the formula, ∇f ljj′ðt − 1Þ represents the gradient func-
tion at time ðt − 1Þ. If the step size in the weight update formula
(16) grows too fast, it will easily cause the convergence process
to diverge. To this end, the abovementioned defects are over-
come by introducing a momentum coefficient μ, that is,

Δf ljj′ t − 1ð Þ > μΔf ljj′ t − 2ð Þ: ð17Þ

Therefore,

Δf ljj′ t − 1ð Þ = μΔf ljj′ t − 2ð Þ: ð18Þ

According to the above analysis, formula (15) is modified
as

f ljj′ tð Þ = f ljj′ t − 1ð Þ − 1
N
η〠

N

i=1
μ

∂J
∂f ljj′ t − 2ð Þ

: ð19Þ

2.3. Basic Steps of the Algorithm

2.3.1. Use a Deconvolution Network to Extract the Feature
Map Matrix

(1) Use formula (1) to perform a bottom-up convolution
mapping operation on the input image data g. It can
get the convolution feature map Z

(2) Start from the feature map Z of the second layer and
perform the convolution operation from top to bot-
tom. Use formula (8) to get the auxiliary variable

ξðiÞk,2

(3) According to the obtained auxiliary variable ξ(i)k,2,
and then use formula (6) to obtain the feature map
yðiÞk,2

(4) After multiple iterations of the above steps, use for-
mula (9) to update the convolution kernel f 2k,s, and
finally output the mapping matrix f

2.3.2. Use Deep Learning Models to Classify Pedestrian Images

(1) Use the feature map matrix f extracted by the two-
layer stacked deconvolution network as the convolu-
tion kernel. Convolution operation is performed on
the image data according to the model formula (11)

(2) The obtained convolution feature map is down-
sampled using formula (13)

(3) After going through the layers of the model in
sequence, use formula (19) to perform supervised
fine-tuning on the deep learning model. It can update
model parameters

3. Multilayer Attention Mechanism
Convolutional Neural Network Model

3.1. Multilayer Attention Memory Network Encoder. This
paper treats pedestrian images as a retrieval problem, that
is, given an image I, a title c. The former t − 1 rounds pedes-
trian information fðq1, a1Þ,⋯, ðqt−1, at−1Þg and the current
question qt . The goal of this task is to rank the N candidate
answers related to the question qt and make the ranking of
the correct answers as high as possible.

For questions that need to be answered qt , first, it is
entered into the standard long-short term memory (LSTM)
to calculate its vector expression Vqt

∈ℝd , that is,

Vqt
= LSTMq qtð Þ: ð20Þ

In the formula, all problems share the encoder LSTMq.
For image I, the feature map f I is extracted from the

original image I through the deconvolution network
proposed in Section 2, that is

f I = OCNN Ið Þ: ð21Þ

After the above model training converges, the final
pooling layer is taken out as the feature f I ∈ℝ

512×7×7 of image
I. This pooling layer retains the spatial information of the
original picture. The number of regions divided by the image
is 7 × 7, and 512 is the size of the feature vector of each
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region. Then, it is reshaped to f I ′ ∈ℝ512×49. A single-layer
perceptron is then used to convert the 49 feature vectors into
new feature vectors with the same dimensions as the problem
Vqt

, specifically

MI = tanh WI f I ′ + bI
� �

: ð22Þ

WI ∈ℝd×512 is the transformation weight matrix. d is the
size of the transformed feature vector. It is consistent with the
Vqt

size. The obtained resultMI ∈ℝd×49 is the visual memory

of the ith column vector mI
i in the visual memory corre-

sponding to the picture area i.
First, the question-and-answer pairs ðqi, aiÞ are stitched

together to form a question-and-answer fact QAi. Then,
input the image title and the question and answer facts into
the long-term and short-term memory model to calculate
their vector expression, that is

mH
i = LSTMf QAið Þ, i = 1,⋯, t − 1, ð23Þ

QA0 = c: ð24Þ
All the pedestrian facts share the encoder LSTMf . QAi is

the input pedestrian image sequence. mH
i ∈ℝd is the output

of the last layer. This method treats mH
i as a vector represen-

tation of the actual behavior of pedestrians. Through the
above coding method, all visual fact memories MH = fmH

1 ,
⋯,mH

t−1 related to the problem qt can be obtained.
This paper proposes a network structure with a multilay-

ered attention mechanism, while extracting enough useful
information from the cross-modal behavioral fact memory
and visual fact memory. The model has information
transmission and reasoning problems, so it can answer the
question qt more accurately.

The vector of a given problem qt represents Vqt
and the

two memory banks MI and MH associated with it. First, the
problem Vqt

is projected into the historical behavior memory
through the following formula to retrieve the behavior facts
related to the problem:

u0 ≡Vqt
, ð25Þ

si = uj−1 ⋅m
H
i , j = 1,⋯, r, ð26Þ

uj−1 = uj−1 + 〠
t−1

i=0
aimi, ai =

exp sið Þ
∑t−1

i=0exp sið Þ
: ð27Þ

In the formula, r represents the total number of rounds of
the attention mechanism. si is a similarity measure between
uj−1 and mH

i . The result uj−1 is calculated each time by
projecting the problem to the behavior memory. This
method treats it as the latest expression of the problem qt
containing behavioral facts. Then, the model in Section 2 is
used to continue projecting it into the visual factual behavior
memory to retrieve related visual behaviors. The specific

formula is as follows:

h = tanh WI,hM
I ⊕ Wuuj−1 + bh
� �� �

, ð28Þ

pI = soft max Wph + bp
� �

, ð29Þ

uj = uj−1 + 〠
49

i=0
pIim

I
i , ð30Þ

where WI,h, Wu ∈ℝk×d . bh ∈ℝk. ⊕ represents the addition
between a matrix and a vector. h is the output of the single-
layer neural network obtained earlier. Wp ∈ℝI×k and pI ∈
ℝ49 represent the projection probability value between each
picture area and uj − 1. By projecting visual memory, output
uj will be obtained. This output contains both behavioral and
visual factual information related to problem qt . Then, the
next round of cross-modal attention mechanism training will
continue to be performed through formulas (24)–(30) until
the preset upper limit r of the total rounds is reached. This
technique can solve the problem of information transfer
and reasoning in the deep learning pedestrian reidentifica-
tion algorithm.

After r-round alternate projection calculations of behav-
ior and visual fact memory, the ur obtained contains fact
information sufficient to support answering the question qt .
Then, ur is inputted to the single-layer neural network to
obtain the final output of the encoder. The calculation
formula is

et = tanh Weur + beð Þ: ð31Þ

In the formula, We and be are the weights and biases of
the fully connected neural network, respectively. et is the final
encoded output about the problem qt .

3.2. Generative and Discriminant Decoders. Both the genera-
tor decoder and the discriminant decoder take et as input. It
decodes to get the final correct answer at .

3.2.1. Generating Decoder. Given the problem qt and the
encoder’s final encoding expression et , its corresponding
answer at is generated by the following formula:

h0 ≡ et , ð32Þ

hi = LSTMg hi−1, xi−1ð Þ, i = 1,⋯, atj j, ð33Þ
pi = soft max Wghi + bgð Þ: ð34Þ

In the formula, LSTMg is a generative LSTM decoding
network. hi is the output of the LSTMg at time i. xi is the
vector expression corresponding to the i-th word of the
answer at. The length of at ∣ is ∣at ∣ . pi is the probability
distribution of the word. During training, this method max-
imizes the probability of generating the correct answer at .
In the test and evaluation phase, the probability of generating
each candidate answer is calculated first, and then all candi-
date answers are sorted in descending order by probability.
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3.2.2. Discriminant Encoder. The given question qt and the
encoder eventually encode et , and the candidate answers
fa1’,⋯, aN ’g related to the question. First, each candidate
answer is encoded by the following LSTM. It will get the
corresponding vector expression, specifically

hai′ = LSTMd ai′
� �

, i = 1,⋯,N: ð35Þ

In the formula, LSTMd is the encoder of all candidate
answers. And they share weights, hai′ is the final encoded

output of the ith candidate answer ai′. The similarity si
between the vector et and hai′ is calculated by the dot

product similarity, and the calculation formula is

si = et ⋅ hai′ : ð36Þ

Then, all the obtained similarities fs1,⋯, sNg are
stitched together and input to a softmax classifier, and
then the posterior probability of all candidate answers is
calculated. The specific formula is

pa = soft max s1Θs2Θ⋯ΘsNð Þ: ð37Þ

In the formula, Θ stands for splicing operation. pa is the
probability distribution of candidate answers. During the
training process, this method maximizes the discrimination
probability of the correct answer at . In the verification and
testing stages, the candidate answers are directly sorted from
large to small by the posterior probability of the answers, so
as to obtain accurate pedestrian recognition.

4. Pedestrian Reidentification Algorithm Based
on Deconvolution Network Feature
Extraction-Multilayer Attention Mechanism
Convolutional Neural Network

Based on the contents of Section 2 and Section 3, this section
proposes a pedestrian reidentification algorithm based on
deconvolution network feature extraction-multilayer attention
mechanism convolutional neural network. First, the feature
map matrix is obtained from the original image through the
deconvolution neural network proposed in Section 2 of this
paper. Then, it uses the obtained feature map matrix as the
convolution kernel of the deep convolution network and
performs layer-wise convolution and pooling operations on
the original image. In this process, a momentum coefficient is
introduced to improve the convergence of backpropagation
and achieve the purpose of suppressing the gradient dispersion
phenomenon. At the same time, a memory network based on
attention mechanism is proposed to effectively store image
visual information and behavior information. Then propose a
multilayer attention mechanism architecture. It can solve the
problem of information transmission. The basic idea of the
proposed pedestrian reidentification algorithm is shown in
Figure 2. The basic steps of the algorithm are as follows:

(1) First, perform preprocessing such as denoising and
enhancement on pedestrian images

(2) In order to better solve the problem of extracting the
feature information of pedestrian images from deep
learning models, the feature map matrix is obtained
from the original image through the deconvolution
neural network proposed in Section 2 of this paper.
It uses the obtained feature map matrix as the convo-
lution kernel of the deep convolution network and
then performs convolution and pooling operations.
It can get richer feature information

(3) In order to solve the problem of information
transmission of pedestrian images by deep learning
network structure, this paper proposes a memory net-
work based on attention mechanism to effectively store
image visual information and behavior information,
respectively. Based on this, a multilayer attention
mechanism architecture is proposed to solve the infor-
mation transfer problem of deep learning models

(4) Combining the method of step (3) with step (2), a
pedestrian reidentification algorithm based on
deconvolution network feature extraction-multilayer
attention mechanism convolutional neural network
is proposed, and the algorithm is used to perform
related instances Analysis, and comparison and
analysis with other major epidemic re-identification
methods

The test model referred to in Figure 2 is based on the
establishment of a pedestrian reidentification algorithm based

Begin

Image data preprocessing

Feature extraction model based on deconvolution network

Convolutional neural network model for multilayer attention
mechanism 

Pedestrian re-identification algorithm based on deconvolution
network feature extraction-multilayer attention mechanism

convolutional neural network

Test model

Figure 2: Pedestrian recognition algorithm framework based on
deconvolution network feature extraction-multilayer attention
mechanism convolutional neural network.
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on deconvolution network feature extraction-multilayer atten-
tion mechanism convolutional neural network. It fine-tunes
the pedestrian reidentification algorithm through a large
number of pedestrian re-identification videos and images,
and it can achieve a test model that meets the required recog-
nition accuracy. The test model referred to in Figure 2 is based
on the establishment of a pedestrian reidentification algorithm
based on deconvolution network feature extraction-multilayer
attention mechanism convolutional neural network. It fine-
tunes the pedestrian reidentification algorithm through a large
number of pedestrian reidentification videos and images, and
it can achieve a test model that meets the required recognition
accuracy.

5. Example Analysis

5.1. Experimental Evaluation Criteria. To better evaluate the
effect of pedestrian reidentification, this paper uses the rank-1
matching rate and mean average precision, which are
commonly used performance evaluation indicators in
pedestrian reidentification tasks. The rank-1 matching rate
considers pedestrian search as a sorting and positioning prob-
lem. ThemAP indicator is used to evaluate the performance of
the pedestrian searchmodel and can reflect the effect of pedes-
trian recognition. A detailed description of the relevant indica-
tors can be found in [35].

5.2. Market1501 Data Set Experiment

5.2.1. Data Set Description. The Market1501 dataset is the
earliest proposed large-scale pedestrian reidentification
dataset [34]. The training set contains 750 pedestrians, for a
total of 12,936 pedestrian images. The test set contains 751
pedestrians with a total of 19732 pedestrian images. Com-
pared with other test datasets, the Market1501 dataset is
larger and more pedestrian-rich, and the interclass and intra-
class changes of the Market1501 dataset are more complex.

5.2.2. Experimental Process. The network in this experiment
is pretrained on the ImageNet ILSVRC dataset and then
fine-tuned on the Market1501 dataset. The distance interval
parameter is set to 1. The number of training samples in
the minibatch is set to 256. Each minibatch contains 64
randomly selected pedestrians, and each pedestrian corre-
sponds to 8 randomly selected images. The fully connected
layer is initialized with randomly generated values. The size
of all input images is uniformly adjusted to 256 × 256. The
default network learning rate is 0.001. The learning rate of
the fully connected layer is 0.001. The final learned feature
dimension is 256. 256-dimensional features are more condu-
cive to large-scale pedestrian reidentification in practical
applications. In addition, feature extraction uses the feature
extraction model of the deconvolution network proposed in
Section 2 of this paper. For the input region of each time step,
the ROI pooling layer is applied on its conv4-3 convolutional
feature map to normalize all feature maps to the same size of
28 × 28 × 1024. For querying pedestrian images, this paper
uses the same method to extract their 28 × 28 × 1024 convo-
lution features. These feature maps are then fed back into the
architecture mentioned in Section 3 of this article. This paper

uses Theano deep learning framework to implement the deep
learning model mentioned in this paper. The basic configura-
tion of this experimental platform is as follows: NVIDIA
GeForce GTX GPU, Intel i7-7600 CPU, memory is 128GB.

5.2.3. Analysis of Experimental Results. The pedestrian
reidentification algorithm proposed in this paper and other
major popular people reidentification algorithms were used
to identify the data set selected in this experiment. The
specific results are shown in Table 1.

In general, according to Table 1, it can be seen that the
algorithm proposed in this paper has better recognition
performance than the traditional machine learning pedes-
trian recognition algorithm proposed in [36] and the deep
learning pedestrian recognition algorithm proposed in [37,
38]. It proves the advantages of the proposed algorithm.
Specifically, the traditional machine learning method
proposed in [36] has the lowest mAP and rank-1 matching
rate after pedestrian reidentification, which is 7% and 10%
lower than other deep learning pedestrian reidentification
methods, respectively. It shows that traditional machine
learning pedestrian recognition methods are the worst of
the categories listed above. The mAP indicators obtained by
the deep learning pedestrian recognition methods proposed
in [37, 38] are higher than 60%, and the rank-1 indicators
are higher than 80%. They are each more than 7% higher
than traditional machine learning methods. It shows that
the deep learning pedestrian reidentification method
proposed in [37, 38] has a significant improvement over
traditional pedestrian reidentification methods. This is
mainly because deep learning models can better train the
experimental data and obtain better image segmentation
models. The mAP value and rank-1 obtained by the method
proposed in this paper are the highest of all methods, reach-
ing 69.54% and 88.93%, respectively. It shows that the
method proposed in this paper is highly adaptive to pedes-
trian images. This is mainly because the method proposed
in this paper is more optimized than the deep convolution
network feature extraction and multilayer attention mecha-
nism theory introduced in the deep learning pedestrian
reidentification model proposed in [37, 38]. The method pro-
posed herein can better adapt to pedestrian images.

5.3. CUHK03-NP Data Set Experiment

5.3.1. Data Set Description. The CUHK03 dataset consists of
767 identities and 700 identities, respectively. In the test, this
paper randomly selects an image from each camera as a
query for each identity and uses other images to construct a
data set. It can guarantee that both cameras have selected
each query identifier, and it can realize cross-mirror search.

5.3.2. Experimental Process. In this experiment, the network
was first pretrained on the ImageNet ILSVRC dataset and
then fine-tuned on the CUHK03-NP dataset. The distance
interval parameter is set to 1. The number of training samples
in minibatch is set to 128. Each minibatch contains 32
randomly selected pedestrians, and each pedestrian corre-
sponds to 4 randomly selected images. The fully connected
layer is initialized with randomly generated values. The size
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of all input images is uniformly adjusted to 512 × 512. The
default network learning rate is 0.001. The learning rate of
the fully connected layer is 0.001. The finally learned feature
dimension is 256. The 256-dimensional feature is more
conducive to large-scale pedestrian reidentification in
practical applications. In addition, feature extraction uses
the feature extraction model of the deconvolution network
proposed in Section 2 of this article. For the input region of
each time step, the ROI pooling layer is applied on its
conv4-3 convolution feature map. It normalizes all feature
maps to the same size of 14 × 14 × 512. For querying pedes-
trian images, this paper uses the same way to extract their
convolution features whose size is 14 × 14 × 512. These
feature maps are fed back to the architecture mentioned in
Section 3 of this article. This paper uses Theano deep
learning framework to implement the deep learning model
mentioned in this article. The basic configuration of this
experimental platform is as follows: NVIDIA GeForce GTX
GPU, Intel i7-7600 CPU, memory is 128GB.

5.3.3. Analysis of Experimental Results. In order to better the
advantages of the method mentioned in this article, the
method mentioned in this article, the traditional machine
learning method, the random initialization deep learning
method (Recurrent convolutional neural network), and other
mainstream deep learning methods are used to pedestrian
the CUHK03-NP dataset identify. The specific results are
shown in Table 2.

In general, according to Table 2, the pedestrian
recognition effect of the proposed method is improved to
a certain extent compared to the traditional machine learn-
ing method proposed in [36] and the deep learning method
proposed in [39, 40]. It proves the advantages of the
proposed algorithm. Specifically, the traditional machine
learning method proposed in [36] has the lowest mAP and
rank-1, which is 12% and 13% lower than other deep learn-
ing pedestrian reidentification methods, respectively. It
shows that the traditional machine learning method has
not been able to obtain a better recognition effect. The ran-
dom initialization method proposed in [39] has lower mAP
and rank-1 indicators than the optimized deep learning
method proposed in [40]. It shows that the random initial-
ization method cannot get the pedestrian recognition results
well. The mAP value and rank-1 obtained by the method
proposed in this paper are the highest among all methods,
reaching 83.57% and 84.96%, respectively. It shows that
the method proposed in this paper has better generalization
ability than the deep learning method proposed in [39, 40].
The reason why it has better generalization ability is that the
method proposed in this paper introduces the deconvolu-

tion network feature extraction and multilayer attention
mechanism theory into the deep learning model. The intro-
duction of these theories can better generalize different
pedestrian images.

6. Conclusion

Due to the deep learning-based pedestrian reidentification
method, the deep learning model learning process tends to fall
into a local optimum, the model parameter learning method
will appear gradient dispersion, and the information transfer
of pedestrian reidentification sequence images is not consid-
ered. Therefore, this paper first uses a two-layer unsupervised
deconvolution neural network to learn a feature map matrix
from the original image and uses it as a convolution kernel
for a deep convolutional network. Then, layer-by-layer convo-
lution and pooling operations, which can be used to suppress
gradient dispersion, are performed. At the same time, to solve
the problem of information transmission of pedestrian reiden-
tification sequence images, this paper proposes a memory
network based on an attention mechanism to effectively store
visual image information and pedestrian behavior information.
Questions are then projected to both visual memory networks
and behavioral memory networks to retrieve multimodal
factual evidence, which can solve the problem of information
transfer of the model. Based on these techniques, this paper
proposes a pedestrian reidentification algorithm based on a
deconvolutional network feature extraction-multilayer atten-
tion mechanism convolutional neural network.

The experimental results of the Market1501 and
CUHK03-NP data set show that the deep learning-based
pedestrian reidentification method proposed in this paper
has the most satisfactory recognition effect. Not only is it far
better than traditional machine learning pedestrian recogni-
tion methods but it is also a great improvement compared
with other deep learning pedestrian recognition methods.
The pedestrian recognition method proposed in this paper
can obtain the best recognition results for the following
reasons. First, the deep learning method proposed in this
paper can better solve the problem of local optimization of
deep learningmodels. The second is that the proposedmethod
solves the gradient dispersion phenomenon of deep learning
models. Third, the deep learning method proposed in this
paper can better solve the problem of information transmis-
sion of pedestrian recognition images.

Data Availability

The data used to support the findings of this study are
included within the paper.

Table 1: Comparison of different methods of Market1501 dataset.

Type of method mAP (%) Rank-1 (%)

[36] (metric learning) 55.41 70.16

[37] (HSM-deep learning) 62.38 80.05

[38] (KISS+-deep learning) 63.72 81.11

Method of this paper 69.54 88.93

Table 2: Comparison of different methods of CUHK03-NP dataset.

Type of method mAP (%) Rank-1 (%)

[36] (metric learning) 62.19 63.32

[39] (optimization RCNN) 75.45 76.12

[40] (AACN) 79.99 80.50

Method of this paper 83.57 84.96
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