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Information is obtained from human eyes for thinking divergence, and further associated with computer equipment, so human
beings endow computers with the ability of “vision” to convey and feel information. This field has developed for many years,
and many aspects can be in line with other research directions, such as artificial intelligence, which has become popular in
recent years, and pattern recognition, which has been applied a lot. In order to sort out the structure and content of
multitarget recognition smoothly, this paper starts from the perspective of shallow vision, uses theory and practical
experiments, and chooses the core technology with the largest weight from massive computer technologies, so that the
recognition algorithm can compare with the recognition algorithm. The research shows that (1) CNN shows its unique feature
ability and incomparable detection accuracy from many models, and the error rate can be reduced from 28.07% to 18.40%. (2)
The method of candidate region is complex, and the larger the region, the more difficult it is to calculate. The method based
on regression is far beyond it in both precision and speed and is more suitable for the research of this subject. (3) When the
mAP increases, the speed is forced to slow down. If the image resolution is high with the same model, the mAP will be high
(SSD and YOLO models are often used). Experiments show that the recognition effect is obvious. At the end of the article, the
advantages and disadvantages of this study are summarized. In the field of computer vision, people need to do more in-depth

research. Follow-up can optimize multitarget recognition and detection and strive to improve the accuracy.

1. Introduction

When it comes to computer vision, we have to mention the
background of deep learning. If we want new development,
we need to study some old classic problems repeatedly (such
as the target detection problem in this paper) and find blind
spots that others cannot find from the details, resulting in
qualitative changes, and “blind spots” become “break-
through points.” When you think of the word “vision,” you
can think of the meaning that it makes the machine
detached and get the perception ability. However, this goal
is difficult to achieve. Researchers have wasted a lot of effort
and made a lot of useless work, and it was not until the
introduction of deep learning that they got a positive mean-
ing that cannot be omitted. Target recognition is the core,
most valuable, and most basic task step. If this part of work
is not done well, all subsequent steps will be greatly affected.

In this paper, a variety of computer technologies are used,
such as deep learning and image processing, combing and
summarizing the relevant information of the better target
recognition algorithm based on computer vision so far and
selecting the multitarget visual recognition method (target
detection algorithm based on convolution neural network)
which meets the actual needs and is most suitable for this
study. According to the latest cutting-edge science, we have
inquired a lot of information and literature related to com-
puter vision and cited them reasonably. The latest progress
of computer vision algorithm and the improvement of com-
puter performance in reference [1] have new functions. Ref-
erence [2] designs real-time computer vision and machine
learning systems for modeling and recognizing human
behavior in visual surveillance. Literature [3] investigates
head posture estimation in computer vision. Reference [4]
analyzes and calculates the development of horizontal
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setting method and fast marching method of interface
motion in computer vision. Reference [5] provides 19
enlightening basic achievements in computer vision
research. In literature [6], computer vision introduces flexi-
ble decision forest models to deal with huge and diverse
image and video analysis tasks. Literature [7] extracts mov-
ing targets from complex background scenes and designs
the background code manual model of target motion detec-
tion algorithm. Reference [8] uses wavelet transform to
detect human moving objects based on computer vision. Lit-
erature [9] investigates the ability of six different algorithms
to track subpixel targets in moving background and noise.
Literature [10] discusses the key algorithms of video target
detection and recognition in intelligent transportation sys-
tem based on computer vision technology. In reference
[11], an improved algorithm combining background sub-
traction and mixed frame difference method is introduced
on the basis of moving target detection algorithm. Literature
[12] solves the problem of detecting moving objects by using
tree search algorithm for object detection in image
sequences. Literature [13] introduces the method of moving
multitarget detection and tracking in stable scene. Literature
[14] realizes target tracking and real-time obstacle detection
of autonomous vehicles based on computer vision. Litera-
ture [15] develops a new m-sequence target and circular cor-
relation processing technology based on computer vision for
real-time displacement measurement.

2. Theoretical Basis

2.1. Computer Vision. Computer Vision [16] is a science that
studies how to make machines "see". At the beginning of last
century, the function that computer vision can realize is only
to analyze and recognize two-dimensional digital images.
With the continuous expansion of this field, people are no
longer easily satisfied with processing simple images, and
people prefer that computers can recognize and even under-
stand what they see through vision. Machine analysis
extracts image features and then analyzes them. Image
understanding [17] is an extension and expansion of com-
puter vision research. The process flow is shown in Figure 1.

Main research directions of computer vision is shown in
Table 1.

2.2. Deep Learning. Turing test [19], a method to test
whether a machine has human intelligence, was put forward
by mathematician Turing in 1950s, and it can well judge
whether a machine has the same perception ability as human
beings. The core idea of the Turing test is to ask computers
to disguise themselves as human beings as much as possible
when they take questions from people. This coincides with
the desire of people in our target detection algorithm that
computers disguised as human “eyes” can obtain, process,
and convey information. Whether it is Turing test, deep
learning, or artificial intelligence, the contents of their
research topics are similar and integrated, and a lot of
knowledge is interlinked. Many algorithms cannot achieve
this goal, and the research and success of deep learning algo-
rithm bring hope. Deep learning is a big science, which
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\ 4

Identify and detect the
target

\ 4

Semantic segmentation and
instance segmentation are
carried out

A

Tracking a target in a
specific scene

A

Automatically estimate the
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subsequent frames

F1GURE 1: Typical processing flow of computer vision.

aroused the research wave of deep learning as early as the
1940s, but it did not achieve great success until 2012. Deep
learning [20] is to learn the internal law and representation
level of sample data. The feature extraction method of
directly calculating the original data replaces the old method.
The feature expression of unsupervised learning can be
divided into three types according to different components.
As shown in Table 2, there are various methods of feature
expression.

2.2.1. Limit Boltzmann. DBN [21] consists of “Constrained
Boltzmann Machines,” as shown in Figure 2.

Let n be the visible layer node, m be the hidden layer
node, v be the visible unit, and 4 be the hidden unit. Energy
of the system:

m n

E(v,h|6) :—iaivi— Y b - Ziviwijhj. (1)

i=1 j=1 i=1 j=1

When the model state is constant, the joint probability
distribution is

e~ E(vhlo)

P h16)= o

L Z(0) =) e FMO) (2)

wh
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TaBLE 1: Main research directions of computer vision.

Image classification

Challenges such as viewpoint change, scale change, intraclass change, image deformation, image occlusion,
lighting conditions, and background clutter; nowadays, the popular image classification architecture is
convolution neural network.

Object recognition and
detection [18]

Semantic segmentation

Motion and tracking

Visual question and answer

Motion recognition

Three-dimensional

Subdivision detection algorithms such as face detection, vehicle detection, and character recognition are
derived. Commonly used models are R-CNN and fast R-CNN.
Every pixel of the input image is classified, and its inner meaning can be clearly described with a picture.
Commonly used models are full convolution network (FCN), SegNet, and so on.

Generally speaking, large-scale convolution neural networks can be trained as classifiers and trackers. The
representative tracking algorithms are full convolution network tracker (FCNT) and multidomain
convolution neural network (MD net).

The purpose of this study is that users ask questions according to the input images, and the algorithm
automatically answers questions according to the content of questions.

In practical applications, accurate motion recognition is helpful for public opinion monitoring, advertising,
and many other tasks related to video understanding.

In the field of 3D vision, geometry-based methods are still the main methods, such as 3D reconstruction and

reconstruction visual SLAM.
TaBLE 2: Feature expression method based on learning.
Category Method name
Feature expression based on deep CDBN, SBM, DeCAF, R-CNN, fast R-CNN, NIN, SPPNet, segDeepM, MatchNet, OverFe-at,
learning SuperCNN......
The activation probability of hidden unit is 2.2.2. Self-Coding Machine. As shown in Figure 3, the main

p(hj=1lv.0) =0 (bj + Y VW,

structure of the self-encoding machine is as follows.
Input an N-dimensional signal x, through the input layer
. (3)  to the middle layer, the signal changes y, the principle of self-

j coding machine.

Visible cell activation probability is y=s(Wx+b). (9)
The signal y is decoded by the decoding layer to the out-
p(vi=11h60)=ca;+Y LW, |. (4)  put layer of n neurons, and the signal becomes z.
z=s<W'y+b’). (10)
The sigmoid activation function is
1 Matrix transposition:
ox)= ———. (5)

The output of the activation function hidden layer node

is

V= F R bR RE = a(vk). (6)

Softmax function:

_exp (v k
P Sexp (v

Typical square error:
L(xz) = ||x - 2||*. (12)

Cross entropy method:

M=

Ly(x,2) == ) [x log z; + (1 — x;) log (1 — z;.)]. (13)

1

2.2.3. Convolution Neural Network. Convolutional neural
networks (CNN) [22] s a kind of feedforward neural networks

When d, =0, the cross-entropy function: with depth structure including convolution calculation. It is a

very important deep learning algorithm. We give an example

L= —Z d, log p.. (8)  of a single-layer convolution neural network, which includes

two processes: convolution and subsampling. Introducing
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FI1GURE 4: Single-layer convolution neural network.

different convolution kernels to extract different features and
observe specific patterns of input signals; subsampling can
reduce the dimension of feature map (using average pooling
or maximum pooling operation), which reduces the resolution
of feature map, but can keep the feature description. In the
graph, every two nodes have various connections, which rep-
resent the process of convolution from the input node and
then subsampling into the output node, as shown in Figure 4.

Z“@ﬁ:[f@w“]@ﬂ+h (14)
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2.3. Target Detection Algorithm. Application fields of target
detection and tracking are shown in Table 3.

If we want to detect the target, we need to use the corre-
sponding algorithm. Because the traditional algorithm has
great limitations, it must be based on image processing and
hand-designed feature extraction, and it is greatly influenced
by external factors such as noise and resolution, so its per-
formance is not enough to meet people’s needs. CNN’s accu-
racy is nearly 30% higher than before [23]. The flow of
traditional target detection algorithm is shown in Figure 5.

2.4. Image Processing. As shown in Figure 6, it is a flowchart
about image processing.

(1) Pixel units are converted to centimeters:

100
L(Actual) = L(Pixel) * (L > cm. (19)
(Ruler)

(2) Image grayscale depends on RGB color scale opera-
tion [24].

Floating point algorithm:
Gray=R*0.3+G % 0.59+ B % 0.11. (20)
Integer method:

(R+30+G #0.59+B* 11)

Gray = . 21
el 100 @)
Shift algorithm:

Gray = (R * 76 + G * 151 + B % 28) > 8. (22)

Average method:

(R+G+B)

: (23)

Gray =
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TaBLE 3: Application fields of target detection and tracking.

Application field

Specific application

Virtual reality
Autonomous navigation
Robot vision

Advanced human-computer
interaction

Intelligent monitoring

Motion analysis

Interactive virtual world, game control, virtual studio, character animation, teleconferencing, and so on
Vehicle navigation, robot navigation, space probe navigation, etc.

Industrial robots, home service robots, restaurant service robots, space probes, etc.
Sign language translation, gesture-based control, information transmission in noisy environment, etc.

Public safety monitoring, parking lots, supermarkets, department stores, vending machines, ATMs, access
control of outsiders, traffic scenes, old and young care, etc.

Content-based sports video retrieval, personalized training of golf and tennis, clinical research of patients,

etc.

In the target image by sliding the window
generate candidate boxes on

\ 4

Using scale invariant characteristic change
(SITF),
Feature extraction by Harr-like or directional
gradient histogram (HOG)

Using the deformable parts model (DPM),
Adaboost
Or support vector machine (SVM)

Adopt
the results are modified and optimized by
non-maximum suppression (NMS)

F1GURE 5: Traditional target detection algorithm.

Green method only:

Gray =G. (24)

(3) The binarization of the image makes the image
either black or white [25]. It can reduce the difficulty
of subsequent image processing and further reduce
the occupation of storage space

0(Gray value isless than threshold(T')),

g(xy) = ,
255(Gray value is greater than threshold(T)).

(25)

(4) Enhancement and sharpening
d(x.y)=f(xy) = g(x.y)- (26)

(5) Edge detection
2 2

V2f(x,y) = 0 f(xy) . af(x,y)’ (27)

0x? 0y?

V() =f (x4 Ly) 4 (= Ly) + flny+ 1)+ flay=1) = 4f (x+ 1.y).
(28)

3. Target Detection Algorithm Based on
Convolution Neural Network

3.1. Overview of Convolution Neural Networks. All the
research in this paper is mainly based on the field of com-
puter vision, in which feature extraction and classification
are indispensable parts. In the traditional image processing,
the feature extraction method is usually designed by hand,
which is modified on the image by human beings according
to relevant theory and experience knowledge, far from being
“intelligent;” moreover, this method cannot completely
extract the target information, and its limitations are too
great. In convolution neural network, convolution can repre-
sent feature extractor, and neural network is classifier, which
meets the requirements of target recognition algorithm.
Moreover, convolution neural network adopts average pool-
ing or maximum pooling operation, which can imitate the
visual and perceptual mechanism structure of living bodies
and carry out supervised learning and unsupervised learn-
ing. Add three concepts to convolution neural network to
reduce limitations, as shown in Table 4.
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TaBLE 4: Supplement of convolution neural network.
Purpose New concept

It makes the convolution neural network more suitable for special processing of image data, and greatly reduces the

limitations of traditional methods.

Local sensory
angle

Sparse weight

Parameter
sharing

TaBLE 5: Flow comparison of two algorithms.

Object detection algorithm based on regression (one-stage algorithm)

Target detection algorithm for candidate areas (two-
stage algorithm)

This kind of algorithm omits the candidate region generation stage

Feature extraction, target classification, and target regression are implemented
directly in the same convolution neural network, which truly realizes end-to-end

Select candidate regions on the input image

Feature extraction and classification of candidate
regions by convolution neural network

3.2. Selection of Target Detection Algorithm. As shown in
Table 5 is the flow comparison of the two algorithms.

Then, as shown in Table 6, several main models under
the two-stage algorithm are briefly summarized.

The one-stage algorithm can omit the candidate region
generation stage. Therefore, in this study, according to the
limitations of various literatures and experimental condi-
tions, we decided to mainly select SSD model for multitarget
recognition and detection based on computer vision; at the
same time, we will also select YOLO model similar to SSD
model to compare their performance and specific recogni-
tion work, which can better explain the situation and func-
tion of multi-target recognition and detection.

3.3. 88D Target Detection Algorithm

(1) SSD300 network architecture

SSD inherits the idea of regression from YOLO and has
the running speed of YOLO and the detection accuracy of
faster RCNN. SSD can complete target location and classifi-
cation at one time. Among them, the shallow feature map
plays a great role in target positioning, which contains posi-
tion information. The deep feature map is of great signifi-
cance to the classification of image objects, and it contains
a lot of semantic information.

The SSD target detection algorithm adopts the feature
pyramid structure detection way and utilizes each kind of
feature function diagram of different size, such as Convl,
Conv2, Conv3, Conv4, Conv5, and Convé. It can predict tar-
gets on characteristic maps of different receptive fields.

The reason why SSD model is chosen for target detection
is mainly because SSD is improved on the basis of YOLO,
which has more details optimized by YOLO, and SSD is
widely used in many fields, so there are many data for refer-
ence, as shown in Table 7.

Feature pyramid prediction and SSD network architec-
ture are shown in Figures 7 and 8:

Shallow feature maps are used to predict small-sized tar-
gets, while deep feature maps are used to predict large-sized
targets, which improves the detection effect of small-sized
targets. However, due to the lack of semantic information
in the shallow feature map, SSD is still very poor in small
target detection. At the same time, due to the nonuniformity
of positive and negative samples, it is difficult to train.

(2) SSD training strategy

Training SSD is based on the fact that the output of
ground truth information depends on the output of a fixed
set of specific detectors, which can determine the end-to-
end loss function and back propagation. Mapping
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TABLE 6: Some main models of the two algorithms.

Two-
One-stage
. Performance summary stage Performance summary
algorithm ¢
algorithm
Ross Girshick proposed in 2014. Selective search
algorithm is used instead of sliding window, which
YOLOVI is very fast and can be monitored in real- solves .the problem 9f window redu.ndancy and red.uces
. . o . the time complexity of the algorithm. Convolution
YOLO series time. The recognition effect of small targets is not ~ R-CNN o
. . . neural network replaces the traditional hand-made
good, and pictures with fixed size. P . . .
eature extraction part, which can extract the image
features more effectively and improve the external
anti-interference ability.
In 2015, Kaiming He and others proposed. The feature
YOLOW?2 solves the problem of difficult convergence map is obtained by runmng cgnvolutmn layer only
. . . once from the whole image, which greatly reduces the
. and uses high-resolution pictures to fine-tune the . .
SSD series - SPPNet time consumed by feature extraction. Reduce the loss
network; anchor frame and convolution for . . ! . .
rediction of image information and avoid repeated calculation of
P ' convolution features. The lifting speed is about 24
times to 64 times.
In 2017, He et al. proposed Mask R-CNN, which
combines faster R-CNN and FCN. The multiscale
M2Det YOLOV3 uses Darknet-53 as the network backbone Mask, R- feature extraction ability of the model is strengthened,
and adopts FPN architecture. CNN and the recognition of small target objects is more
accurate. The detection speed is about 5 pieces per
second.
Cao et al. proposed in 2020. At the same time, it solves
the problems of accurate positioning and accurate
. YOLOV4 uses CSPDarknet 53 and many pervasive classification. Dense local regression and DRP are
CentripetalNet . . . D2Det . .
algorithms to achieve the best experimental results. introduced to extract accurate target feature regions
from the first stage and the second stage, respectively,
thus improving performance.
TaBLE 7: SSD network classification.
Classification Action
Standard . e I
network This part of the network can classify images and remove the layers related to classification.
Pyramid This part of the network can be used to detect multi-scale feature mapping layer, so as to complete the detection of
network different sizes of targets.

Predict

Predict

Predict

Picture

FIGURE 7: Feature pyramid prediction.

annotation information to default boxes is critical for some
network models with default boxes. The total loss function
includes position loss (loc) and confidence loss (conf).

1

L(x,c 1l g) = N (Lwnf(x, ¢) +aLy (%1, g)) (29)

Losses include classification and regression. The cross-
entropy loss function of classified loss is shown in formula
(30). SmoothLl1 of regression loss is shown in formula (31).

L ——ixpl ?D_zl -0 h - exP(i)
(30)
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FIGURE 9: Performance comparison of some “CNN” models.

TABLE 8: Main evaluation indexes of COCO data set.

Indicators Meaning

AP The value of AP when IOU = 0.5: 0.05: 0.95
AP*° The value of AP when IOU =0.5
AP” The value of AP when IOU =0.75

APg AP value of small objects

APy, AP value of medium object

AP, AP value of large objects

Score
—— 48.4
—— 45,7
p—— 36,2

Sen
B
830 m
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— o
I
o F
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) B N
%
B it <
-
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Indicator classification
B TridentNet I Faster R-CNN
N SNIP Mask R-CNN

F1GURE 10: Target detection algorithm based on candidate regions.
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FIGURE 11: Object detection algorithm based on regression.

Detection speed
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Mask R-CNN
SSD512
RefineDet320
YOLO-v2

=
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g
]
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FiGurg 12: Comparison of detection speed of models.

Ly (%1 g9) = Z z xk]smoothL1 (l -; )

i€Pos me{cx,cy,w,h}

(31)

The receptive field in the shallow layer of SSD is smaller;
for the deep layer, its receptive field is larger. The output of
SSD is actually a convolution of multiple single outputs. Its
training can be equivalent to splitting a complete image,
and then dividing the image into countless small subimages
to make a single output classification and positioning. SSD
predicts the object category and position in the window; pre-
dict the background if there are no objects.



Journal of Sensors

R-FCN**

YOLO416**

YOLO288*

SSD300

78
/7% SSD512
74 724
l\ 74,9
@ ) 758 ) SSD300*
/

SSD512+

YOLO544

FIGURE 13: mAP performance metrics comparison.
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FIGURE 14: Maximum and minimum FPS under the same mAP.

4. Experimental Analysis

4.1. “CNN” Model Performance Comparison. We can use
partial convolution neural network model to make a perfor-
mance comparison, so as to highlight the strength of convo-
lution neural network and the superiority of convolution
method.

From the data shown in Figure 9, it is obvious that the
error rate based on TOP-1 has dropped sharply from the
original 28.07 to 18.40%; the error rate based on TOP-5 also
decreased from 8.81% to 4.98%. Therefore, whether from the
target demand or technical superiority, choosing a well-
developed “CNN” model can help reduce the pressure and
burden of target detection.

4.2. Performance Comparison on COCO Datasets. Evaluate
the performance of the two algorithms, as shown in Table 8.

The details are shown in Figures 10 and 11. We can find
from Figure 10 that if the algorithm chooses the candidate
region method, with the refinement and improvement of
the model, the accuracy of the detected results is obviously
higher and higher, but the real-time situation cannot be
detected all the time, which leads to the great drawback that

cannot be overcome by this method. The model for the
selection of the region is too complex, which virtually adds
a lot of burden to the algorithm. The larger the model, the
deeper the computation of the algorithm is. We can find
from Figure 11 that the accuracy of regression algorithm is
superior.

In order to evaluate the superiority of speed, we select
some models of the two algorithms (TridentNet, SNIP, Fas-
ter R-CNN, CenterNet-HG, Mask R-CNN, SSD512, Refine-
Det320, and YOLO-v2) to compare the detection speed. As
shown in Figure 12, the YOLO-v2 model has the fastest
detection speed, and the TridentNet model has the slowest
detection speed. Comparing the data of the two graphs, we
can find that the speed of most regression algorithms is fas-
ter than that of candidate regions.

4.3. Comparison of SSD and YOLO. SSD and YOLO series
models are the “darlings” in regression algorithms. In order
to study the performance of models in multitarget recogni-
tion and detection, we choose a series of models of these
two methods to compare and explain several performances.

(1) First, we select PASCAL VOC 2007 and PASCAL
VOC 2012 data, and then use them to train SSD
model and YOLO model. “+” means that the model
applies small target data enhancement; “#=*” indi-
cates that the model data results are tested by the
VOC 2007 test set. One problem that needs attention
is that because the test results of VOC 2007 are gen-
erally better than those of 2012, we specially selected
the results of R-FCN in VOC 2007 in order to add
cross-reference content. Finally, we can see from
the diagram shown in Figure 13 that high-
resolution images of the same model will have better
mAP, but its processing speed will become slower
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Pre-training model for loading N . -
VOC07+12 plus and VOC+12 » Enter the picture we need to process » Get a result
FIGURE 15: Model processing flow.
TABLE 9: Results analysis.
Results Analysis

The training results based on VOCO07 + 12plus
(240000) are more accurate

The training results based on VOC07 + 12
(120000) have some error recognition

This is because the training amount of 240,000 can make SSD have higher detection

accuracy

The training amount of 120000 is insufficient, so SSD generally uses multiple scale
predictions of multiple scale feature maps and aspect ratio in images to determine the
range of recognition targets, so as to separate and predict them.

Person

FIGURE 16: Training result 1.

(2) As shown in Figure 14, the highest FPS and the low-
est FPS of YOLO, SSD, faster R-CNN, and R-FCN
were compared under the same mAP. The input
image resolution and feature extractor will affect
the speed. In the figure, whether it is the highest
FPS or the lowest FPS, YOLO’s FPS is the highest,
followed by SSD; however, the FPS data of the other
two models, faster R-CNN and R-FCN, are very sim-
ilar. By comparison, their FPS is very low, far less
than the data of YOLO and SSD

4.4. Multitarget Recognition and Detection Based on SSD. In
this section, choose clone-recursive directly on github, con-
figure it according to the instructions and run it; GitHub
provides a VOC-based model. Therefore, after careful con-

Person

FIGURE 17: Training result 2.

sideration, we decided to use SSD300 model which has been
trained on VOC 2007 and realized the detection of several
pictures after simple prediction of trial operation results.

(3) As shown in Figure 15

The analysis of processing results is shown in Table 9:
The processed picture is shown in Figures 16 and 17.

(4) We choose the model based on VOCO07+12plus
(240000). After the picture is processed, the situation
of multi-target recognition and detection is shown in
Figures 18-21

According to the test results, when there are multiple
targets in an image, we can easily find that some targets in
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FiGure 20: Test 3.

the image cannot be detected because of various problems: it
may be a clear problem, and the edge of the target is blurred
and difficult to distinguish. It may be that the target is too
small to detect its existence. It is difficult to capture effective
features due to incomplete recognition due to occlusion by
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Person

Person

FIGURE 21: Test 4.

other targets. It is difficult to fully capture features during
movement, and there are omissions in real-time tracking...
These problems are waiting for us to actively solve.

It is difficult to detect small objects: the main reason is
that the resolution of the image is very low, the feature
expression ability is weak, and it is difficult to extract. The
detection target is too small, resulting in low IOU, which
makes the target have no corresponding anchor frame. In
the training data set, large and medium-sized targets are
more inclined to be detected, and small objects are difficult
to be included.

The occlusion problem leads to the incomplete expres-
sion of features, which increases the difficulty of classifica-
tion and location.

When detecting densely distributed targets, the position
of prediction box of similar targets close to each other is dif-
ficult to determine. After NMS processing, it is easy to be
regarded as a single object.

5. Conclusion

This paper combs the effects of several typical target detec-
tion algorithms, gives their performance comparison on
number sets, and highlights the superiority of target detec-
tion algorithms based on convolution neural network. The
research results of this paper show that

(1) CNN shows its unique feature ability and incompa-
rable detection accuracy from many models, and
the error rate can be reduced from 28.07% to 18.40%

(2) The selection of candidate region method in target
algorithm is complex and difficult to control, and
the larger the region, the more difficult it is to
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calculate. The method based on regression is far
beyond it in both precision and speed and is more
suitable for the research of this subject

(3) When the mAP increases, the speed is forced to slow
down. If the image resolution is high with the same
model, the mAP will be high (SSD and YOLO
models are often used)

(4) In image training, using VOCO07 + 12plus model, the
VOC detection with 240,000 training amount is
most in line with the regulations, and the final effect
is good

The effect of target detection is good, but based on the
technology of computer vision, the existing target detection
algorithm has more research space, which can be optimized
and improved to improve the detection efficiency and accu-
racy of the algorithm, so that people can choose the most
suitable algorithm when studying experiments. At present,
target detection is mainly aimed at the recognition and
detection in specific scenes. In complex natural life scenes,
the recognition and detection of multiple targets are easily
interfered by various self or environmental factors, such as
small targets, blocked by other objects, too dense objects,
which make it difficult to find targets, and difficult to identify
and track them in real-time in moving scenes... These are a
series of problems that researchers are waiting to solve.
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