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In order to improve the information fusion effect of sports training intensity, this paper analyzes the information fusion process of
Kinect sensor. In order to prevent the simulation platform from exceeding its working space and ensure that the sports athletes
obtain a more realistic sense of motion, the adaptive washout algorithm can change the adaptive parameters online in real time
according to the input athlete’s acceleration and angular velocity and the current motion state of the simulation platform.
Moreover, this paper uses Kinect as the input device and combines the human node model to identify the features of training
intensity information. After constructing an intelligent system, the performance of the system of this paper is verified. The
research results show that the sports training intensity information fusion method based on the Kinect sensor proposed in this
paper has a good effect in sports training intensity information fusion.

1. Introduction

Data fusion analysis technology [1] is an automated infor-
mation processing technology that avoids the shortcomings
of individual information, takes advantage of global infor-
mation, and makes use of the complementarity between
multisource heterogeneous data. It makes the mass informa-
tion analysis result more reliable and accurate through the
computer. Data fusion analysis technology is mainly to col-
lect multisource heterogeneous data from multiple sensors
and filter, analyze, synthesize, evaluate, and predict redun-
dant or complementary information according to certain
criteria. After that, the management personnel will take cor-
responding actions according to the processing results [2].
In academia, data fusion is defined as an information pro-
cessing process that automatically analyzes information
obtained by various sensors in chronological order accord-
ing to certain criteria and performs systematic evaluation
and prediction for a certain purpose. According to the defi-
nition, the key to data fusion is the method used and the
process of research, and the sensor is the cornerstone of
information collection [3].

The main goal of data fusion analysis technology is to
analyze the obtained data and finally come to a decision,
and the correctness and security of the decision are the stan-
dard of measurement. There are many usage scenarios of
data fusion analysis methods, such as image processing, sig-
nal processing, and network security field. The main purpose
is to achieve target state assessment, target attribute recogni-
tion, behavioral intention analysis, situation assessment,
threat analysis, etc. The main theoretical knowledge is pat-
tern recognition, uncertainty theory, artificial intelligence,
neural network, and decision theory. Data fusion provides
an efficient data processing technology foundation for infor-
mation processing systems and domestic and foreign com-
bat management. Filtering out some redundant data can
improve the processing efficiency of the system, while com-
plementary multisource heterogeneous data ensures the
accuracy of system analysis. Data fusion technology expands
the time and space dimensions of data, improves the reliabil-
ity of the system, increases the credibility of target or event
determination, and reduces the uncertainty of information.
The connectivity and real-time communication between
each unit and the central server in the data processing
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system with multiple heterogeneous information sources,
various processing platforms, and multiuser systems are ver-
ified. With the rapid development of network in the new
century, the amount of data is huge, from TB level to PB
level, which is called big data. Its data formats and types
are diverse, such as web/database logs, images, voice and
video, and coordinates, and data structures are also diverse,
such as massive standardized, semistandardized, and non-
standardized network or sensor data, and data fusion tech-
nology has entered the new journey.

This paper analyzes the information fusion process of
the Kinect sensor, combines the training intensity analysis
process to research, analyzes the sports training intensity
information fusion process, and proposes an intelligent
information fusion system to provide a theoretical reference
for subsequent sports training intensity information fusion.

2. Related Work

Reference [4] invented a massive data access method in a
cloud computing environment. Literature [5] clarifies a data
processing method and system that combines fast data and
big data. The big data and fast data are classified and trans-
mitted, and the rapidly generated data uses the process of
distributed structure to perform high-speed operations,
while big data is used for high-speed computing. It is trans-
mitted first and then statistical analysis. Reference [6]
invented a fusion system to classify massive data streams
according to requirements and proposed methods such as
data concept drift and trigger classification, which enhanced
the scalability and accuracy of the system. Literature [7]
invented a big data segmentation method, which selects data
according to data-related partitions, selects classification
according to data-independent partitions, uses dynamic
models to complete data-independent partitions, calculates
the weights of different categories of data-independent parti-
tions, and finally establishes a mathematical model. This
method guarantees the speed and quality of data segmenta-
tion. Reference [8] proposed a method and system for net-
work resource evaluation based on big data. A large
amount of data is collected through stochastic models, then
data mining technology is used to filter noise, and a part of
simple data and its values are obtained through the K-
means algorithm, so as to obtain relevant indicators and
evaluate the resource quality of the analyzed system accord-
ing to the obtained indicators. In Reference [9], aiming at
the common limitations of existing wireless network mobile
user positioning methods (including GPS, AOA, TSOA, and
TOA), an improved fusion analysis method is used to
enhance the accuracy of location assessment in wireless net-
works. Reference [10] gives a comprehensive and detailed
introduction to the current state of multisensor data fusion
and conducts an in-depth study of its concept, efficiency,
challenges, and existing methods. Reference [11] proposed
two Bayesian data analysis methods in different situations
for the distributed target detection problem in sensor net-
works. The decision of local sensors was transmitted to the
fusion center, and the optimal Bayesian theory was used
for fusion analysis. Perform performance analysis experi-

ments on sensors with different numbers and locations. Ref-
erence [12] introduced the multisensor data analysis
technology into the IDS, carried out the hierarchical analysis
of data, information, and knowledge for the system, and
finally regarded the fusion analysis as an important stage
of the IDS. Reference [13] uses artificial intelligence technol-
ogy to fuse information from different intrusion detection
sensors to provide a decision engine for the Intelligent Intru-
sion Detection System (IIDS), which uses fuzzy cognitive
graphs (FCMs) and fuzzy rule-based causal knowledge.
The method was obtained and successfully introduced into
IIDS of CCSR (the Center for Computer Security Research).
Reference [14] introduced the MapReduce architecture
under the Hadoop platform and introduced the MapReduce
algorithm based on data mining, machine learning, and sim-
ilarity join. In the context of big data, the literature [15] pro-
posed an improved K-means algorithm suitable for different
structured big data because the K-means clustering algo-
rithm cannot effectively deal with the combination of struc-
tured and unstructured data. Reference [16] analyzes the
web logs in the network, calculates the possibility and suc-
cess of attack behaviors according to the existing vulnerabil-
ity of the server, and finally evaluates the performance of
each server according to the D-S evidence theory. Reference
[17] designed a framework with a certain ability to process
big data. The parallel Apriori algorithm based on MapRe-
duce uses a large number of computers for data distribution
and effectively handles large-scale data. Reference [18] pro-
posed a regression algorithm based on parallel prediction
of large datasets, which effectively reduces the time for pre-
dicting datasets while maintaining a high accuracy. Refer-
ence [19] proposed a MapReduce-based Apriori algorithm
and FP-growth algorithm, but this method scans the data-
base more frequently, and the number of candidate sets is
relatively large in the process of the algorithm. In the process
of massive data processing, in order to solve the problem of
database access and storage, literature [20] proposed a hori-
zontal storage model, and submitted the I/O performance
during data processing

3. Sports Training Intensity Information
Fusion Filter

The structure of the adaptive washout algorithm is roughly
the same as the classic washout algorithm, and its structure
is shown in the figure. The algorithm is based on the classic
washout algorithm and uses model reference adaptive theory
to improve it. In order to prevent the simulation platform
from exceeding its working space and at the same time to
ensure that the sports athletes obtain a more realistic sense
of movement, the adaptive washout algorithm can change
the adaptive parameters online in real time according to
the input acceleration and angular velocity of the athletes
and the current motion state of the simulation platform.

The adaptive washout algorithm is divided into fre-
quency adaptive washout algorithm and gain adaptive wash-
out algorithm according to the different adaptive
parameters. Since the frequency self-adaptive washout algo-
rithm has many self-adaptive parameters, a large amount of
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calculation, and is not easy to program, while the gain self-
adaptive washout algorithm has a simple form and few
self-adaptive parameters, so this paper chooses the gain
self-adaptive washout algorithm. In the gain adaptive algo-
rithm, its adaptive filter can change the parameter gain of
the filter in real time according to the current motion state
of the athletes and the simulation platform, so as to prevent
the simulation platform from exceeding the working space
and enable the athletes to obtain a more realistic sense of
movement.

The acceleration adaptive high-pass filter is composed of
adaptive gain, linear high-pass filter and adaptive algorithm.
Its principle structure is shown in Figure 1. The linear high-
pass filter is a third-order high-pass filter. The transfer func-
tion of the acceleration adaptive high-pass filter is

ah sð Þ
a sð Þ = ks3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ : ð1Þ

In the formula, k is the adaptive gain.
The above formula is written as a differential equation in

the form

ah = ka − c1vh − c2xh − c3

ð
xh dt: ð2Þ

In the formula, vh is the speed signal output by the adap-
tive high-pass filter, and xh is the displacement signal output
by the filter, c1 = 2ξhωh + ωm, c2 = 2ξhωhωm + ω2

h, c3 = ω2
hωm.

The value of adaptive gain k is between 0 and 1 and can
be adjusted in real time according to the current input accel-
eration and the position of the platform. For example, when
the input acceleration signal is small or the simulation plat-
form is close to the neutral position, the gain k should be as
close to 1 as possible. When the input acceleration signal is
large or the analog platform is close to the limit position,
in order to prevent it from exceeding the limit, it is necessary
to reduce the adaptive gain to reduce its output. To this end,
the construction cost function is [20]

J = 1
2 W1 ah − að Þ2 +W2vh

2 +W3xh
2 +W4

ð
xh dt

� �2
+W5 k − k0ð Þ2

" #
:

ð3Þ

In the formula, W1 is the weight coefficient of the accel-
eration fidelity term, W2 is the weight coefficient of the
speed penalty term, W3 is the weight coefficient of the dis-
placement penalty term, W4 is the weight coefficient of the
displacement integral penalty term, W5 is the weight coeffi-
cient of the adaptive gain penalty term, and k0 is the initial
value of the adaptive gain, which is generally 1.

In the cost function, the effect of the acceleration fidelity
term is to improve the fidelity of the washout algorithm and
ensure that the dynamic simulation is more realistic. The
function of speed penalty, displacement penalty, and dis-
placement integral penalty is to limit the speed and displace-
ment of the simulation platform, prevent the platform from
exceeding the limit, and make the simulation platform

return to the neutral position as soon as possible. In order
to make the adaptive gain change around its initial value,
an adaptive gain penalty term is added.

At present, there are many methods for solving the cost
function, such as the gradient method, Newton-Raphson
method, and conjugate gradient method. This paper chooses
the gradient method to solve the cost function. The gradient
method searches in the negative gradient direction on the
surface formed by the cost function J until J reaches the
minimum value.

According to the gradient method to calculate the mini-
mum value of the cost function, the rate of change of the
adaptive gain is [21]

_k = −G
∂J
∂k

: ð4Þ

In the formula, _k is the adaptive gain change rate, and G
is the adaptive search step size.

By obtaining partial derivatives of k at both ends of for-
mula (3), we can obtain

∂J
∂k

=W1 ah − að Þ ∂ah∂k
+W2vh

∂vh
∂k

+W3xh
∂xh
∂k

+W4

ð
xh dt

∂
Ð
xh dt
∂k

+W5 k − k0ð Þ:
ð5Þ

By substituting formula (5) into formula (4) and per-
forming the pull transformation, the adaptive gain can be
obtained as

k = G
s +GW5

−W1 ah − að Þ ∂ah∂k
−W2vh

∂vh
∂k

−W3xh
∂xh
∂k

�

−W4

ð
xh dt

∂
Ð
xh dt
∂k

+W5k0

�
:

ð6Þ

At the same time, taking the partial derivatives of k at
both ends of formula (2), respectively, we can get [22]

∂ah
∂k

= a − c1
∂vh
∂k

− c2
∂xh
∂k

− c3
∂
Ð
xh dt
∂k

: ð7Þ

So far, the function of the acceleration adaptive high-
pass filter can be realized by formula (2), formula (6), and
formula (7). First, the acceleration a of the filter input is

𝜇 s3

(s2+2𝜉𝜔hps+𝜔2
hp)(s+𝜔m)

k
𝛼 𝛼h

Adaptive
algorithm

1 1
s s

1
s

Figure 1: The structure of the acceleration adaptive high-pass filter.
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multiplied by the initial value of the adaptive gain and input
to the linear high-pass filter. Through formula (2), the
response of each movement amount such as output acceler-
ation, velocity, and displacement can be obtained, and the
response of each partial derivative term can be obtained by
formula (7). After getting the response of the above vari-
ables, the adaptive gain k can be obtained by combining for-
mula (6). In this way, the input of the linear high-pass filter
in the next cycle of filtering can be calculated, and by repeat-
ing the above steps, the adaptive high-pass filtering function
of the acceleration signal can be realized.

The angular velocity adaptive high-pass filter is similar
to the acceleration adaptive high-pass filter. It consists of
three parts: adaptive gain, linear high-pass filter, and adap-
tive algorithm. Its structure is shown in Figure 2. Among
them, the linear high-pass filter adopts a second-order
high-pass filter. The transfer function is still formula (13).
The transfer function of the adaptive high-pass acceleration
filter is

ωh sð Þ
ω sð Þ = ks2

s2 + 2ξhωhs + ω2
h

: ð8Þ

In the formula, k is the adaptive gain.
The above formula is written as a differential equation in

the form

ωh = kω − c1αh − c2

ð
αh dt: ð9Þ

In the formula, αh is the angle signal output by the adap-
tive high-pass filter, c1 = 2ξhωh, c2 = ωh

2.
In the same way, the adaptive gain of the angular velocity

adaptive high-pass filter can be continuously adjusted
between 0 and 1 according to the current input angular
velocity and the attitude of the platform to ensure a better
dynamic simulation effect of the simulation platform. When
the input angular velocity signal is too small or the attitude
angle of the simulated platform is close to zero, the adaptive
gain is as close to 1 as possible. When the input angular
velocity signal is too large or the attitude angle of the simu-
lation platform is too large, in order to prevent the platform
from exceeding the limit, it is necessary to reduce the adap-
tive gain to reduce its output. To this end, the construction
cost function is

J = 1
2 W1 ωh − ωð Þ2 +W2α

2
h +W3

ð
αh dt

� �2
+W4 k − k0ð Þ2

" #
:

ð10Þ

In the formula, W1 is the weight coefficient of the angu-
lar velocity fidelity term, W2 is the weight coefficient of the
angle penalty term, W3 is the weight coefficient of the angle
integral penalty term, W4 is the weight coefficient of the
adaptive gain penalty term, and k0 is the initial value of the
adaptive gain, which is generally 1.

In the cost function, the effect of the angular velocity
fidelity term is to improve the fidelity of the washout algo-
rithm and ensure that the dynamic simulation is more real-
istic. The function of the angle penalty item is to limit the
attitude angle of the simulation platform and prevent the
platform movement from exceeding the limit. The function
of the angle integral penalty is to make the simulation plat-
form return to the neutral position as soon as possible. In
order to make the adaptive gain change around its initial
value k0, an adaptive gain penalty term is added. Similarly,
for solving the cost function of the angular velocity adaptive
high-pass filter, the gradient method is still used. If the gra-
dient method is used to solve the cost function, the rate of
change of the adaptive gain is

_k = −G
∂J
∂k

: ð11Þ

In the formula, _k is the adaptive gain change rate, and G
is the adaptive search step size.

∂J
∂k

=W1 ωh − ωð Þ ∂ωh

∂k
+W2αh

∂αh
∂k

+W3

ð
αh dt

∂
Ð
αh dt
∂k

+W4 k − k0ð Þ,
ð12Þ

k = G
s +GW4

−W1 ωh − ωð Þ ∂ωh

∂k
−W2αh

∂αh
∂k

�

−W3

ð
αh dt

∂
Ð
αh dt
∂k

+W4k0

�
,

ð13Þ

∂ωh

∂k
= ω − c1

∂αh
∂k

− c2
∂
Ð
αh dt
∂k

: ð14Þ

So far, the function of the angular velocity adaptive high-
pass filter can be realized by formula (9), formula (13), and
formula (14). First, the angular velocity ω input by the filter
is multiplied by the initial value of the adaptive gain and
input to the linear high-pass filter. Through formula (9),
the response of each movement amount such as output
angular velocity and angle can be obtained, and the response
of each partial derivative term can be obtained by formula
(14). After obtaining the response of the above variables,
the adaptive gain k can be obtained by combining formula
(13), so that the input of the linear high-pass filter can be
calculated for the next period of filtering. By repeating the

𝜔
k

𝜇 s2

s2+2𝜉𝜔hps+𝜔2
hp

𝜔h

Adaptive
algorithm

1 1
s s

Figure 2: The structure of the angular velocity adaptive high-pass
filter.
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above steps, the adaptive high-pass filtering function of the
angular velocity signal can be realized.

For an acceleration adaptive high-pass filter, a step signal
is used as the input. When the input amplitude increases to a
certain extent, the output of the filter will become oscillating
and diverging. As shown in Figure 3, when the step signal is
a = 1m/s2, the output tends to be stable. When the step sig-
nal is a = 3m/s2, the output appears as oscillation and
divergence.

This paper first analyzes the stability of the adaptive
high-pass filter using the Hurwitz stability criterion, which
analyzes the stability of linear systems, and finds the reasons
for the unstable output. After that, the algorithm is
improved so that the adaptive gain has nothing to do with
the input amplitude. Therefore, it is ensured that the output
will not become divergent due to the increase of the input
amplitude, false hints are reduced, and the authenticity and
stability of the dynamic simulation are improved.

This paper takes the third-order adaptive high-pass filter
of the high-pass acceleration channel as an example to ana-
lyze the adaptive washout algorithm. Since the filter is a non-
linear time-varying system, it must be linearized first, and
then, its stability can be judged by the Hurwitz stability cri-
terion. If the adaptive high-pass filter is linearized, its form
needs to be transformed. First, formula (13) is transformed
into the following form:

k = G W5k0 − uð Þ
s +GW5

: ð15Þ

In the formula, u =W1ðah − aÞð∂ah/∂kÞ +W2vhð∂vh/∂kÞ
+W3xhð∂xh/∂kÞ +W4

Ð
xh dtð∂

Ð
xh dt/∂kÞ.

Substituting formula (15) into formula (1), the transfer
function of the acceleration adaptive high-pass filter can be
obtained as

ah
a

= G W5k0 − uð Þs3
s2 + 2ξhωhs + ω2

h

� �
s + ωmð Þ s + GW5ð Þ : ð16Þ

Formula (16) is written as a differential equation in the
form

G W5k0 − uð Þa = _ah + 2ξhωh + ωm +GW5ð Þah
+ ωmGW5 + 2ξhωhGW5 + 2ξhωhωm + ω2

h

� �
�
ð
ah dt + 2ξhωhωmGW5 + ω2

hGW5 + ω2
hωm

� �
�∬ah dt

2 + ω2
hωmGW5∭ah dt

3:

ð17Þ

Formula (17) is organized into the following form:

_ah + d3 tð Þah + d2 tð Þ
ð
ah dt + d1 tð Þ∬ah dt

2 + d0 tð Þ∭
ð
ah dt

3 = d tð Þ:

ð18Þ
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Figure 3: The response of the adaptive algorithm under different amplitude step inputs.
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In the formula,

d0 tð Þ = ω2
hωmGW5 +GW4

∂
Ð
xh dt
∂k

a ;

d1 tð Þ = 2ξhωhωmGW5 + ω2
hGW5 + ω2

hωm +GW3
∂xh
∂k

a ;

d2 tð Þ = ωmGW5 + 2ξhωhGW5 + 2ξhωhωm + ω2
h + GW2

∂vh
∂k

a ;

d3 tð Þ = 2ξhωh + ωm + GW5 + GW1
∂ah
∂k

a ;

d tð Þ = G W5k0 +W1
∂ah
∂k

� �
a:

ð19Þ

Equation (18) is a time-varying linear differential equa-
tion, and its features are not easy to analyze. However, when
the input signal is constant, that is, after a long enough time,
the partial derivative terms in the coefficients of the differen-
tial equation and the constant terms tend to be constant, that
is,

lim
t⟶∞

∂ah tð Þ
∂k

= lim
s⟶0

s
∂ah sð Þ
∂k

= lim
s⟶0

s
s3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

r
s
= 0,

lim
t⟶∞

∂vh tð Þ
∂k

= lim
s⟶0

s
∂vh sð Þ
∂k

= lim
s⟶0

s
r3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

r
s
= 0,

lim
t⟶∞

∂xh tð Þ
∂k

= lim
s⟶0

s
∂xh sð Þ
∂k

= lim
s⟶0

s
r3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

1
ss2

= 0,

lim
t⟶∞

∂
Ð
xh dt

� �
tð Þ

∂k
= lim

s⟶0
s
∂
Ð
xh dt

� �
sð Þ

∂k

= lim
s⟶0

s
s3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

r
s
1
s3

= r
ω2
hωm

:

ð20Þ

Therefore, the coefficients and constant terms of the dif-
ferential equations will also tend to be constants. At this
time, the system represented by formula (18) can be

regarded as a linear time-invariant system:

_ah + d3ah + d2

ð
ah dt + d1∬ah dt

2 + d0∭ah dt
3 = d: ð21Þ

Then, the feature equation of this closed-loop system is

D sð Þ = s4 + d3s
3 + d2s

2 + d1s + d0 = 0: ð22Þ

According to the Hurwitz stability criterion, the neces-
sary and sufficient conditions for the system to remain stable
are as follows:

(1) Each coefficient is positive

(2) The main determinant composed of the coefficients
of the feature equation of the system is

Δ =

d3 d1 0 0
1 d2 d0 0
0 d3 d1 0
0 1 d2 d0

�����������

�����������
ð23Þ

All subdeterminants on its main diagonal are positive.
Through the above analysis, it can be known that the sta-

bility of the acceleration adaptive high-pass filter is related to
the input amplitude. An input with an excessively large
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Figure 5: Coordinate system under Kinect.
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amplitude will make the system unable to meet the condi-
tion (2), which will cause the system to oscillate and diverge.

The analysis shows that for an adaptive high-pass filter,
the adaptive gain is related to the amplitude of the input sig-
nal and affects the stability of the system, that is, the same
adaptive high-pass filter. When the input signal amplitude
is small, its output is stable. However, when the input ampli-
tude increases to a certain extent, the output becomes oscil-
lating and diverging.

In order to overcome this shortcoming of the traditional
adaptive filter, it needs to be improved so that the amplitude
of the input signal does not affect the adaptive gain. The
improvement plan is to normalize and replace the adaptive
law with the following formula:

_k = −G〠
5

i=1
Wi

ei ∂ei/∂kð Þ
α + ∂ei/∂kð Þ2

: ð24Þ

α > 0 is introduced to avoid possible division by zero. ei
ði = 1, 2,⋯,5Þ can be obtained by writing Equation (3) as fol-
lows:

J = 1
2 W1 ah − að Þ2 +W2v

2
h +W3x

2
h +W4

ð
xh dt

� �2
+W5 k − k0ð Þ2

" #
= 1
2〠

5

i=1
Wie

2
i :

ð25Þ

In order to limit the parameter adjustment rate within
a certain range, the saturation feature is introduced,
namely,

_k = −Gsat 〠
5

i=1
Wi

ei ∂ei/∂kð Þ
α + ∂ei/∂kð Þ2 , β

 !
: ð26Þ
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Figure 7: Decision-level fusion analysis method.
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In the formula, β > 0, and

sat x, βð Þ =
−β, x<−β,
x, −β < x < β,
β, x > β:

8>><
>>: ð27Þ

The improved adaptive washout algorithm is simu-
lated, as shown in Figure 4.

It can be seen from Figure 4 that after the above correc-
tion, the gain of the adaptive washout algorithm has nothing
to do with the input amplitude, so as to ensure that the out-
put will not become divergent due to the increase of the
input amplitude, which improves the stability of the washout
algorithm. In addition, since the composition of the cost
function is not changed, and the dimension of the gain itself
is 1, this normalization process makes the gain more in line
with its physical meaning.

4. Sports Training Intensity Information
Fusion Method Based on Kinect Sensor

After Kinect “sees” the three-dimensional world through the
camera, it uses computer graphics vision technology to first
separate the human body from the background image and
identify various parts of the human body. Furthermore, it
extracts human bone features and joint point data and gen-
erates three-dimensional (3D) spatial coordinate data con-
taining 25 joint points of the human body. The Kinect
coordinate system in this study is shown in Figure 5. The
name of each joint point and its position in the human body
are shown in Figure 6.

Decision-level fusion is the fusion and dissemination of
the uncertainty of each partial fusion result. After analyzing
the current situation of data fusion at home and abroad, the
deficiencies of decision-level data fusion are summarized. (1)
The core of the decision-level fusion system is to conduct a
comprehensive analysis of the decision results of the multi-
sensor system, and most of the local results are inaccurate
and not detailed, and some are contradictory, which greatly
increases the risk of the fusion system. This time, synthesiz-
ing the analysis results of local sensors in the case of a large
amount of conflicting information has become a problem
that the cloud monitoring system must solve. (2) The
amount of data collected by the cloud monitoring system
is large, the data structure is complex, and there are many
types of data. The existing decision-level fusion analysis
methods all need to preprocess the original data, which is
expensive. Therefore, fast and efficient fusion analysis for
big data has become a “bottleneck” restricting decision-
level fusion. The design of the analysis method proposed in
this paper is shown in Figure 7.

In view of the analysis of the requirements for the use of
this system, combined with the relevant research of previous
scholars, this paper believes that the extraction of the tempo-
ral and spatial signs of the movement at different times dur-
ing the movement process is the guarantee of the recognition
accuracy. After that, this paper uses the template matching

method of the sequential signs of movement and action con-
nection as the motion recognition method of this system.
The overall framework is shown in Figure 8.
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Figure 9: The flow of the motion recognition algorithm.
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information fusion method based on Kinect sensor.
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The flow of the motion recognition algorithm is shown
in Figure 9.

Data collection: the algorithm accepts the real-time data
stream collected by Kinect, including depth data stream,
bone data stream, color image stream, and bone data stream,
which will be used in the subsequent motion recognition
process. In addition, other data will be used for client inter-
action and storage at the application layer. Bone data pro-
cessing: the algorithm first uses the combined filtering
method of jitter removal and double exponential smoothing
to filter the data from the bone data stream collected by the
algorithm. The smooth bone data lays the foundation for the
smooth output of bone features. Then, the space vector
method is used to extract the joint angle features of the bone
data. Motion recognition: after the bone data is processed, a
motion finite state machine template based on joint angle
features is established for different motions. The DTW tem-
plate matching algorithm is matched with real-time motion
data to perform the motion recognition of the formulated
motion. Application: for the above motion recognition, it
only recognizes a periodic action in the motion process. It
is also necessary to continuously recognize and settle the
movement process, and the client needs to do the main
interactive feedback according to different finite state
machine states. Finally, the data is stored on the server for
use by other applications.

After constructing the above system, the system is tested
and verified. This paper uses Kinect and performance sports
training intensity identification, mainly through action
analysis.

After constructing the above system, the system is tested
and verified. In this paper, Kinect is used to identify the fea-
tures of sports training intensity, which is mainly identified
through action analysis. Firstly, the results of the identifica-
tion of sports training intensity features are counted as
shown in Figure 10. Secondly, the effect of fusion of Kinect
sensor and exercise training intensity information is
counted, as shown in Figure 11.

From the above research, it can be seen that the sports
training intensity information fusion method based on the
Kinect sensor proposed in this paper has a good effect in
sports training intensity information fusion.

5. Conclusion

Data fusion is similar to the process of human self-energy
analysis. The data collected by the sensor system is first
obtained. This information is generally time-varying, uncer-
tain, incomplete, redundant, complementary, and so on.
Then, it preprocesses and comprehensively analyzes this
information and rationally optimizes and combines all the
collected data based on the redundancy and complementar-
ity of multidimensional physical features such as space, time,
pop, and frequency spectrum. As a result, it obtains more
accurate information about the detected environment and
targets, improves the recognition ability of the system, and
ensures the correct and effective operation of the system.
This paper analyzes the Kinect sensor’s information fusion
process, combined with the training intensity analysis pro-

cess to study, analyzes the sports training intensity informa-
tion fusion process, and proposes an intelligent information
fusion system to provide a theory for subsequent sports
training intensity information fusion. Through research, it
can be seen that the sports training intensity information
fusion method based on the Kinect sensor proposed in this
paper has a good effect in sports training intensity informa-
tion fusion.
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