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Face recognition is widely used in daily life and has an important supporting role for social management. Face recognition is
mainly based on historical accumulation data to confirm people’s identities in unknown samples and obtain valuable
intelligence information. For the problem of face recognition, this paper proposes a multifeature joint adaptive weighting
algorithm framework. In this method, a number of different types of features are first used to describe the face characteristics.
The selected features should be as complementary as possible, and the overlap redundant information should be reduced to the
greatest extent, so as to ensure the performance and efficiency of multifeature fusion. In the classification stage, based on the
joint sparse representation model, the multiple types of features are characterized, and their reconstruction error vectors for
the corresponding features of the test sample are calculated. The joint sparse representation model can examine the correlation
between different types of features, thereby improving the accuracy of representation and fully integrating the advantages of
multiple types of features. At the same time, in view of the simple superposition of reconstruction errors in the traditional
sparse representation model, this paper uses a random weight matrix to comprehensively consider the weighted reconstruction
errors under different weight conditions, so as to obtain statistical decision quantities for the final decision. The framework
proposed in this paper can adapt to different multifeature combinations and has good practicability. In the experiment,
training and test sets are constructed based on public face image data sets to test the proposed method. The experimental
results show that the method in this paper is more effective and robust compared with some present methods for face recognition.

1. Introduction

In the recent COVID-19 epidemic, the face recognition sys-
tem has played an important role in quickly confirming the
identities of people and improving the effectiveness of joint
prevention and control. Face recognition is a widely studied
problem in pattern recognition [1–4]. Face recognition is a
traditional supervised classification problem, in which a reli-
able classifier is obtained under the training of some labeled
samples, and the samples of unknown categories are con-
firmed. Under the framework of pattern recognition, this
paper focuses on the research of face image recognition, that
is, confirming the people’s identities based on the acquisition
of face images. Judging from the existing literature, the gen-
eral pattern recognition methods can generally be divided
into two stages: feature extraction and classification. Feature
extraction is used to obtain various features of the objects in
face images, such as principal component analysis (PCA),
Zernike moments of the target area, Gabor texture, and

histogram of oriented gradients (HOGs), so as to achieve
the goal of describing high-dimensional images with low-
dimensional feature vectors [5–8]. In the classification stage,
it is mainly to select a suitable classifier to process the result
of feature extraction and obtain its corresponding object
category. Common classifiers include K nearest neighbors
(KNN), support vector machines (SVM), and sparse
representation-based classification (SRC) [9–13]. In recent
years, deep learning algorithms have become an important
tool in remote sensing image target detection and recogni-
tion and have been widely used and verified [14–18].

In traditional face recognition methods, a single category
of features is usually used in the feature extraction stage. In
fact, the scenes acquired by face images are relatively com-
plex, and the characteristics of a single type of feature are
often difficult to fully describe the characteristics of the
object. In addition, the adaptive recognition scenes are very
limited. For this reason, researchers have developed the mul-
tifeature decision fusion for the problem of face recognition
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[18–20]. Judging from the reported results, the joint application
of multiple features can effectively improve the performance of
face recognition, which has advantages over a single category of
features [21–25]. However, the current multifeature fusion
method has certain shortcomings. One is that the relevance of
multicategory features is not fully utilized. For the different
types of characteristics of the same object, there are mutual dif-
ferences (complementarity) between them, but also a certain
correlation. For example, in each type of feature space, the cor-
relation between the features of the test samples and the features
of different training samples tends to be the same. Therefore,
making full use of this inherent correlation can further utilize
the advantages of various features. Second, in the decision-
making combination of different features, the same weight is
usually used, that is, the importance of different features to
the recognition result is considered to be the same. In fact, in
different recognition scenarios, the advantages of various fea-
tures are often different, and methods with equal weights have
certain disadvantages. Considering the above shortcomings,
this paper proposes a multifeature joint adaptive weighting
decision fusion framework for the problem of face recognition.
Aiming at the problem of insufficient relevance of multiple
types of features, this paper uses joint sparse representation
[17, 18] to represent the multiple types of features of face
images, so as to use their relevance to improve the reconstruc-
tion accuracy. For the problem of equal weighting, this paper
adapts to the reconstruction error of different feature outputs,
by constructing a random weight matrix, using multiple sets
of different weight vectors for weighted fusion. Considering
fusion results of a large number of weight vectors, this paper
constructs statistics based on the mean and variance and con-
structs the final decision variables based on them, which is used
to identify different types of objects in face images. The experi-
ment further constructs training and test samples containing
multiple types of targets based on the public face image data
sets. Then, the proposed method is tested and compared with
some existing face recognition methods. The experimental
results reflect the effectiveness and robustness of this method.

2. Multifeature Joint Representation

The traditional sparse representation model is mainly for a
single input. On this basis, a sparse representation classifica-
tion algorithm is derived, and it has been widely used and
verified for target recognition problems such as faces and
vehicles. The joint sparse representation model can be con-
sidered as a multitask form of sparse representation, with
the ability to simultaneously represent multiple inputs [17,
18]. At the same time, through appropriate correlation con-
straints, the joint representation accuracy of multiple inputs
can be effectively improved. Specifically in this article, the
joint sparse representation is employed to analyze and pro-
cess multiple features of face images. Assuming that the K
different features of the test sample y are yð1Þ , yð2Þ, …, yðKÞ,
they are sparsely represented as follows:

min
β

g βð Þ = 〠
K

k=1
y kð Þ − A kð Þα kð Þ

���
���

( )

: ð1Þ

In equation (1), AðkÞ is the dictionary corresponding to
the kth feature, which is generally constructed by the feature
vectors from the training samples; αðkÞ is the corresponding
sparse representation coefficient vector; β = ½αð1Þ αð2Þ ⋯ αðKÞ�
is the coefficient matrix, which contains the sparse represen-
tation coefficient vectors of different features.

Although the above optimization goals achieve formal
unity, they are not substantially different from solving each
sparse representation problem independently. For this rea-
son, the joint sparse representation model is modified based
on equation (1) and appropriately constrains the coefficient
matrix β to construct a new objective function as follows:

min
β

g βð Þ + λ βk k2,1: ð2Þ

Under the constraint of the ℓ1/ℓ2 norm, the sparse coeffi-
cient vectors of different types of features tend to have similar
distribution rules, thereby reflecting the correlation between
them and improving the overall representation accuracy.

Based on the solved sparse coefficient matrix, the joint
sparse representation model makes the object label decision
according to the minimum error criterion in equation (3).
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where AðkÞ
i and αðkÞi are the local dictionary and coefficient

vector corresponding to the ith class in the kth feature
space, respectively.

The decision criterion in equation (3) actually believes
that different types of features have the same importance
for the final recognition result, so it is only a simple error
accumulation. In the application of actual face recognition,
due to changes in acquisition conditions and changes in
the environment, different types of features may have differ-
ent importance. Therefore, the traditional method of error
summation with equal weights has certain limitations. It is
necessary to find adaptive weights to take advantage of
different types of features.

3. Decision Fusion

As mentioned above, the decision of the traditional joint
sparse representation model can be considered as the result
of equal weight fusion, and the characteristics and advan-
tages of different inputs are not fully utilized. To this end,
this paper uses multiple sets of random weight vectors for
decision fusion, which together form a random weight
matrix W as follows:

W =

w11 w12 ⋯ w1N

w21 w22 ⋯ w2N

⋮ ⋮ ⋱ ⋮

wK1 wK2 ⋯ wKN

2
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3
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where each column in the matrix corresponds to a ran-
dom weight vector, and the elements satisfy the following
constraints:

〠
K

k=1
wki = 1,wki ≥ 0: ð5Þ

Assuming that the error obtained from the reconstruction
of the kth feature of the type using the ith local dictionary of
the type is rik , the weighting process of a set of weight vectors
in the random matrix is described as follows:

Ri
n = ri1 r

i
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For a random weight matrix containingN random weight
vectors, the ith class can obtain corresponding results to form
a fusion error vector R = ½Ri

1 R
i
2 ⋯ Ri

N �.
Each constraint in the random weight vector has strong

randomness under the condition of satisfying equation (5).
With the continuous increase in the scale of the weight vec-
tor, the fusion error vector can be well reflected in the dom-
inance of different features. Therefore, the relevant statistical
value of the fusion result can better reflect the decision result
of multitype feature fusion. The decision variable con-
structed in this paper for face recognition is as follows:

J =m + λσ: ð7Þ

In equation (7), m and σ are the mean and variance of a
certain category of fusion error vector, respectively; λ is the
adjustment parameter. Correspondingly, for C different
training categories, the corresponding C decision variable
values can be calculated accordingly, which are recorded as
J1, J2,⋯, JC . According to the definition of the decision var-
iable, when it is smaller, the reconstruction error is smaller
and tends to be stable. Therefore, the probability of the test
sample belonging to this category is greater at this time.
Therefore, this article compares the values of decision vari-
ables in different categories and considers that the category
with the smallest value is the target category of the test sam-
ple. Based on the above discussion, the key steps of the
method in this paper are shown in Figure 1, which can be
specifically described as follows. First, multitype feature
extraction is performed on all test samples, and a corre-
sponding dictionary is constructed. Secondly, the corre-
sponding multitype characteristics of the test sample are
obtained. Then, the joint sparse representation is used to
calculate the reconstruction errors of different categories
for various features. Finally, a random weight matrix is
constructed, and the decision variables corresponding to
each category are calculated to determine the target category
of the test sample.

4. Experimental Results

4.1. Data Sets. In this paper, the Yale-B face image data set is
used for the performance evaluation of the proposed
method. The data set includes 45 facial images from 10 peo-
ple, each of which is acquired under different lighting condi-
tions. The image size is 32 pixels × 32 pixels. Figure 2 shows
some exemplar samples from the data set. In the experiment,
20 images of each person are randomly selected for training,
and 25 samples are left as test samples.

This paper focuses on designing a framework for multi-
feature fusion recognition of face images and does not clarify
the types and forms of multifeatures. For this reason, in the
experiment process, it is mainly compared with the existing
multifeature (classifier) fusion method. Specifically, the first
comparison method is the joint sparse representation model
(denoted as JSR). This method is consistent with the general
idea of this article, but after the joint sparse representation,
random weight fusion and statistical analysis decision-
making are not performed. The second comparison method
is based on the D-S evidence theory (denoted as DS) [15].
The decision results of different features (classifiers) are
fused based on D-S. The third method uses a voting
mechanism (denoted as voting) [16] for different features
(classifiers). The result of the decision is processed. For these
methods, this paper selects three typical faces based on the exist-
ing literature, namely, Zernike moment, HOG feature, and
Gabor feature. These three types of features can, respectively,
reflect the target geometry, local texture, and spectral character-
istics, so they have a certain degree of complementarity.

4.2. Results and Discussion. The experiment is first carried
out based on the original test samples. Table 1 compares
the test results of several decision fusion methods on the
original samples. It can be seen that the average recognition
rate of the method in this paper is the highest, reflecting its
performance advantages. Compared with the method of
directly using the joint sparse representation model, the
method in this paper increases the average recognition rate
by 2.31% through further random weight fusion and statisti-
cal analysis. The improvement effect is significant. Com-
pared with the D-S fusion and voting method, the fusion
mechanism in this paper has obtained a higher recognition
rate, reflecting its advantages. Table 1 also compares the
average time consumptions of different methods for a single
test sample. Due to the introduction of random weight pro-
cessing, the efficiency of this method is slightly lower than
that of the joint sparse representation method. Since the
weighting process of random weights is a linear operation,
the efficiency reduction is not obvious. The other two types
of decision fusion methods involve the combined use of
multiple features and classifiers, so the time cost is signifi-
cantly increased. In summary, the method in this paper
has strong advantages for face recognition problems.

The actual collection process of the face image may be
interfered by different degrees of noises, resulting in a low
signal-to-noise ratio (SNR) of the test sample to be identi-
fied. This experiment mainly investigates the recognition
performance of the proposed method under early noise
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interference conditions. Specifically, first, the noise simula-
tion is performed on the original test samples according to
the relevant ideas in the literature [14] to obtain test sample
sets with different noise levels. Then, the proposed method
and the comparison method are used to identify test samples
with different SNRs. Their results under different noise levels
are shown in Table 2. From the overall trend, all the
methods are affected by noise interference to varying
degrees, and there is a significant performance degradation.
In contrast, the proposed method can maintain performance
advantages under different noises and shows stronger noise
robustness. With random weights and statistical analysis,
the advantages of various features for noise interference
can be fully utilized. At the same time, the optimization pro-
cessing of the joint sparse representation solution process
also reduces the influence of noise to a certain extent,
thereby comprehensively promoting the robustness of the
proposed method against noise interference.

5. Conclusion

This paper proposes a multifeature joint adaptive weighting
framework for the design of face image recognition prob-
lems. The method uses multiple complementary features to
describe the target characteristics, so as to merge their
advantages as much as possible. The joint sparse representa-
tion is used as the basic classifier to jointly characterize
multiple features and use their relevance to improve the
accuracy of the representation. For the reconstruction error
vectors output by different types of features, a random
weight matrix is used for weighted fusion and statistical
analysis. Finally, a decision is made based on the statistics
of the results under multiple different weights, and a reliable
recognition result is obtained. In the experiment, the pro-
posed method is tested based on the public face image data
sets. The recognition performance of the method in this
paper is better than that of some existing methods for the

Test set

...

Multi-feature dictionary

Dictionary of
1st feature

Extraction of
multiple features

Joint sparse
representation

Fusion with
random weights

Recognition
result

Training set Dictionary of
2nd feature

Dictionary of
Kth feature

Database of
samples

Figure 1: Basic flow of the proposed method in this paper.

Figure 2: Examples of face images in Yale-B data set.

Table 1: Recognition performance of different methods on original samples.

Method type
Proposed JSR D-S Voting

Average recognition rate (%) 96.8 94.5 95.7 95.1

Average time consumption (ms) 79.5 76.3 92.4 89.6

Table 2: Performance of different methods on noisy samples (%).

SNR
-10 -5 0 5 10

Proposed 72.1 79.2 85.1 89.9 95.4

JSR 66.5 73.6 77.8 84.6 92.3

D-S 67.0 74.1 78.4 84.8 92.4

Voting 68.1 76.3 81.4 86.6 93.4
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original samples and noise samples. The results verify the
effectiveness of the proposed method. The method in this
paper constructs a framework for multifeature decision
fusion, which is suitable for the use of different feature
combinations. In the follow-up, the research will conduct
in-depth research on the selection of multiple features, give
quantitative constraint criteria, and further improve the
performance of the recognition method.

Data Availability

The data set can be accessed upon request.
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