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In today’s world, the main challenge is to save use energy optimally. The IoT devices generate a large amount of data for wide
applications. Considering the application perspective in the IoT market, in one instance of the IoT technology, that is a wireless
sensor network, factors like energy, storage capacity, computation power, and limitations of communication bandwidth resources
are the reason for using data fusion. Data fusion and aggregation in wireless sensor networks (WSNs) such that minimum energy
is consumed are an essential issue. In most clustering models, data aggregation is carried out by the cluster-head (CH). In the
proposed algorithm, data aggregation in the cluster-head is carried out using the lossless cascode Huffman compression algorithm.
Due to the correlation among data of nodes, the data sensed by each node is compared with the data of the cluster-head node;
after removing redundancy, the coded data is transmitted to the main node. The CH node is selected by an algorithm based on
fuzzy logic according to the residual energy of the node and the distance of the node from the sink node. Various fuzzy type-I
systems of Mamdani and Takagi-Sugeno and type-II systems are used. In this paper, the CH selection algorithms are evaluated
using three scenarios in terms of the number of live nodes, received packets and CHs, proper distribution rate, and other
parameters of the LEACH protocol, network lifetime, and network energy. In the following, to demonstrate the performance of
this new algorithm, simulations are performed in MATLAB based on the proposed method. The results show that the proposed
compression algorithm in environments with high data correlation improves the compression rate by 8% compared to the
conventional Huffman compression, while in environments with low data correlation, these two algorithms perform almost the
same. This compression helps reduce the energy consumption of the network.

1. Introduction

Internet of Things (IoT) as a novel technology that combines
digital and physical aspects has provided wide access to
information technology. As IoT becomes pervasive, it affects
human life more and more. It is predicted that by 2025, the
number of devices connected to the Internet exceeds 50
milliard [1–3]. The purpose of IoT is to make devices

understand, detect, and analyze the world, but to achieve
such a goal, low-cost solutions should be considered, dem-
onstrating a set of constraints, like lifetime of a small battery,
limited storage capacity, low accuracy, and sensors with low
calibration. Data fusion is one of the most applied methods
for improving the accuracy of the sensor and making a more
accurate decision. An instance of IoT system used to collect
information from various environmental sensors is the
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wireless sensor network. WSNs are comprised of various
nodes that collect parameters in a monitoring environment.
These nodes communicate with each other or can be con-
trolled as clusters monitored by a CH, which has to change
the route of the obtained data towards a base station.

Since limited energy is one of the difficult challenges of
WSNs, energy-saving becomes essential to increase the net-
work lifetime. Data fusion provides the possibility to com-
bine information from multiple sources, creating a unit
scenario that can save the sensor’s energy considerably and
increase accuracy of the measurement data. Data fusion
and integration help collect data based on reducing the
information volume [4, 5].

Figure 1 shows the relationship between the fusion of
multiple sensors, integration of multiple sensors, data aggre-
gation, data fusion, and information fusion. It is observed
that both data fusion and information fusion can be used
with the same meaning. Multisensor fusion is a subset that
operates with sensing resources. Data aggregation defines
another subset of information integration that is aimed at
reducing data volume (in brief), which can manipulate any
data/information type, including sensing data. On the other
hand, multisensor integration is a bit different; it uses infor-
mation fusion to interact with the environment using sens-
ing devices and related information (for example, database
systems). Therefore, multisensor fusion completely exists
in the crossover of multisensor/sensor integration and infor-
mation/data fusion [6–8].

Data aggregation is another essential challenge in WSNs.
Data aggregation is the collection of information and data of
WSN nodes in the sink node. Considering continuous
changes in sensor networks topology, the environmental
efficiency of this network depends on the data aggregation
technique. Data aggregation based on fuzzy clustering is
one of the promising and applicable information collection
methods in mobile WSNs. In recent years, various algo-
rithms have been proposed for data aggregation in these
networks, which are mainly based on common unreal
assumptions that have made theoretical analysis of the algo-
rithms possible. On the other hand, their implementation is
challenging considering the constraints and capabilities of
the mentioned networks [9]. In this study, a data aggregation
algorithm based on CH selection using fuzzy logic in which
the best data aggregation route via selecting the closest set
with maximum energy connected to the sink node is pre-
sented. In this structure, a cascode Huffman compression
technique in the CHs is used that outperforms the conven-
tional compression method. The volume of data transmitted
using compression is reduced, which increases the rate of
information received in the sink node after decoding the
received information.

Signal processing techniques with data compression pro-
cesses aggregate signals and increases storage efficiency and
transmission reliability. Transmitting the main uncom-
pressed data consumes a large bandwidth, which increases
the transmission time and data volume. These constraints
are applied to search the strategic compression techniques.
The lossless compression techniques are essential when the
main data, and the compressed data should be the same,

or deviation from the main data results in disaster, particu-
larly in analyzing medical and diagnostic signals.

In this study, for combining data in CHs, the cascode
Huffman compression method is used. This data compres-
sion method is used to reduce energy consumption to trans-
mit information to the sink node by removing repeated
information that occurs in most files. This technique is based
on eliminating the redundancy resulting from data aggrega-
tion in the CH node. This technique helps increase the useful
information transmission rate.

Clustering is one of the methods used to implement routing
algorithms. In clustering, the WSN environment is divided into
sections called a cluster. The nodes in each cluster receive data
from the environment and transmit it to the CH. After receiving
the data, the CH aggregates data. After aggregation, data is trans-
mitted to the main station through a single-hop or multihop
route. Clustering has a significant shortcoming, which is non-
uniform node energy consumption. Selecting the CH among
network nodes considering different conditions helps increase
the network lifetime for transmitting the aggregated data and
reduces the energy consumption of the nodes. In the CH selec-
tion method, three techniques, including type-I Mamdani,
Takagi-Sugeno, and type-II fuzzy systems. In this study, the
results are compared with the LEACH clustering method.

Following the methods described in this work, we will
have a combined innovation to increase the number of
transmission packets while increasing the life of the network.
Therefore, with the help of the fuzzy clustering method with
the mentioned techniques and cascading compression of
data packets in two stages with the help of Huffman com-
pression, we can reach a new combined approach to achieve
the objectives of this paper. This paper is organized as fol-
lows: Section 2 reviews the literature. Section 3 presents
the primary concepts of the LEACH clustering, Huffman
coding, and fuzzy logic. Section 4 describes the proposed
clustering techniques for WSNs based on IoT using type-I
and type-II fuzzy logic, and the compression method based
on cascode Huffman coding is presented. In Section 5, the
evaluation results of the proposed method are discussed.
Finally, the paper is concluded in Section 6.

2. Related Works

In IoT systems, preserving the measured data with low
energy consumption, delay and proper adaptive coverage

Multisensor integration

Sensor fusion

Information/data fusion

Data 
aggregation

Figure 1: The relationship among the fusion terms: multisensor/
sensor fusion, multisensor integration, data aggregation, data
fusion, and information fusion [6].
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affect the storage capacity. To preserve the balance between
the factors mentioned above, the authors of [10, 11] have
presented an Elfes Sugeno and trust-based neural networks
(ESFTNN) that make triple algorithms feasible. First, the
Elfes probability sensing (EPS) resolves a fraction of each
sensor’s coverage. In the second phase, the Sugeno process-
ing model adjusts the energy consumption through proper
distribution of the data in the nodes without resolving pos-
session. In the third phase, the trust-based neural data stor-
age algorithm considers the medium classification ratio
while processing the reconstructed data packets and enriches
the information storage capacity to obtain the mutual infor-
mation through the trust mechanism. The simulation results
show that the proposed method covers the monitored area
efficiently by consuming 15 J energy and a delay of 1ms with
sufficient storage capacity.

In [12], in the cluster WSNs being studied, each CH
transmits the data collected from the cluster members to
the static base station using the middle communication
nodes called moving gates. To reduce energy consumption
and delay of packet delivery in the mentioned WSNs, two
methods have been proposed: (1) designing a completely
distributed fuzzy system for determining the validity of the
node for being the CH node using two input factors, includ-
ing the general state of a sensor node in WSN (GSoSN) and
location of the sensor node relative to the mobile gateway
nodes (LoSNRtMG). By defining the two primary factors,
the accuracy of making a decision in selecting the CH node
increases, and the computation overhead also decreases; (2)
reducing the communication overhead through linear pre-
diction for estimating the subsequent location of the mobile
gateway nodes instead of the periodic broadcast of the spa-
tial messages.

In [13], a fuzzy logic-based clustering approach with an
extension to the energy prediction has been proposed to pro-
long the lifetime of WSNs by evenly distributing the work-
load. The simulation results show that the proposed
approach is more efficient than other distributed algorithms.
It is believed that the technique presented in this paper could
be further applied to large-scale wireless sensor networks.

In [9], the shuffled frog leaping algorithm (SFLA) has
been used to present a fuzzy multihop clustering protocol.
SFLA is used for automatic configuration and optimization
of the rules table in a fuzzy inference system and 5 adjustable
parameters in two steps, selecting CH and parent, based on
the program features. The proposed protocol (FMSFLA)
considers effective parameters, including energy, distance
from the BS, number of neighboring nodes, the distance of
the real node from the BS, average route load, delay, overlap,
and hotspots to achieve the best performance. FMSFLA
includes rounds in which CH selection, parent selection,
cluster constitution, and steady-state are performed. In the
CH selection step, the CH is selected considering the overlap
of the adjacent CHs with the candidate CHs based on the
output fuzzy threshold and energy (a control parameter).
In this protocol, the parents are selected by determining
the CH level in a network. At the end of this step, the parents
of each CH are determined based on the maximum fuzzy
output based on the application. In the cluster constitution

step, the clusters are constituted based on the determined
CHs. Finally, the information received by the CHs is transmit-
ted to the BS via their parents. FMSFLA is evaluated in terms
of the number of live nodes, received packets, and CHS in
addition to the proper distribution rate, and other parameters
of LEACH, LEACH-EP, LEACH-FL, ASLPR, SIF, and ERA
protocols. The network lifetime and scalability of the protocol
are compared using the three mentioned scenarios.

Authors of [14] have focused on the trust aggregation
authentication protocol based on the machine learning tech-
nique. The total trust value for the internet gateways is taken
for each device using its behavior and data trust value. In the
authentication step, if the trust value is smaller than the
standard threshold or it lacks the authentication password,
the node is eliminated by the gateways. The threshold trust
value is calculated adaptively using a technique called sup-
port vector machine (SVM) on collected traffic data. The
performance of the TAAPML technique is evaluated consid-
ering the packet delivery rate, delay, residual energy, and
computational overhead.

WSN is mainly comprised of a large number of sensor
nodes equipped with limited energy and resources. There-
fore, energy consumption in WSNs is one of the most chal-
lenging issues. On the other hand, data fusion might reduce
data redundancy significantly, reduce data transmission and
energy consumption, increase network lifetime, improve
bandwidth usage, and overcome the energy consumption
and bandwidth usage bottlenecks. In [15], a novel data inte-
gration algorithm has been presented based on hesitant
fuzzy entropy (DFHFS). The new algorithm is aimed at col-
lecting repeated data in sensor nodes and tries to use the
information provided by additional data to improve data
reliability. The hesitant fuzzy entropy is used to combine
the main data of the sensor nodes in the cluster existing in
the sink node to achieve data of higher quality and make
local decisions about the event of interest. The sink nodes
transmit the local decisions periodically to the BS that col-
lects the local decisions and makes the final judgment. In
this process, the processing load of the BS is released signif-
icantly for all data.

In [16], a novel algorithm called the Voronoi fuzzy cluster-
ing has been developed for aggregating common data with
energy efficiency in WSNs. The VF algorithm is the integra-
tion of the Voronoi diagram and modified C-fuzzy consider-
ing distance and quality of service. Here, the operational
power, delay, and delivery ratio are considered QOS parame-
ters. After the completion of clustering the sensor nodes, the
data management techniques like data collection or compres-
sion are performed to make more decisions at the sink node.
The data mining clustering algorithm reduces the general data
transmission from each sensor to the sink node; therefore, the
energy consumed by the singular sensor node is minimized.
The CHs collect all sensed data from the members of their
cluster and perform data compression or aggregation before
transmitting data to the sink node. Finally, simulations are
carried out, and the results are analyzed to determine the per-
formance of the proposed algorithm in WSN.

In [2], several innovative techniques for the physical, the
link, and the network layer of OSI model are implemented.
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Energy consumption in the WSNs is to find the best com-
promise of energy consumption between the various tasks
performed by the objects, the detection, the processing,
and the data communication tasks. It is this last task that
consumes more energy. As a result, the main objective for
the WSNs and the IoT is to minimize the energy consumed
during this task. One of the most used solutions is to
propose efficient routing techniques in terms of energy
consumption.

The data communication task, in wireless sensor net-
works (WSNs), is a major issue of high energy consumption.
A hierarchical design based on a clustering algorithm is one
of the approaches to manage the data communication and
save energy in WSNs. However, most of the previous
approaches based on clustering algorithms have not consid-
ered the length of the data communication path, which is a
direct relation to energy consumption in WSNs. In [17], a
novel scheme of a clustering algorithm has been proposed
for reducing the data communication distance in WSNs.
Hierarchical routing protocols were implemented for homo-
geneous and heterogeneous networks. The results show that
the proposed scheme is more efficient than other protocols.

In [4], the authors present a new routing protocol based
on smart energy management and throughput maximization
for clustered WSNs. The main objective of this protocol is to
solve the constraint of closest sensors to the base station
which consume relatively more energy in sensed informa-
tion traffic and also decrease the workload on CHs. This
approach divides the network field into the free area which
contains the closest sensors to the base station that commu-
nicate directly with and clustered area which contains the
sensors that transmit data to the base station through the
cluster-head. So due to the sensors that communicates
directly to the base station, the load on cluster-heads is
decreased. Thus, the cluster-heads consume less energy
causing an increase of network lifetime.

In [18], DIKHE provides lossless DIKAE biomedical sig-
nal compression methods based on CR with reconstruction.
Since the biomedical signals are subject to small changes,
these methods provide a better path for telemetry and other
biomedical applications wherever compression is required.
To this end, the input signal reduces the channel dependen-
cies using preprocessed differential pulse code modulation
(DPCM) to obtain the output of interest. A set of unique
compression techniques are used in the compression pro-
cess. A combination of clustering (K-clustering, arithmetic
encoding, and Huffman coding) and coding compression
techniques is analyzed using electrocardiogram and electro-
encephalogram signals. The proposed method uses K-means
clustering and Huffman coding (DiKHE) and K-means clus-
tering with AE, independently.

Before transmitting information to the internet, the
information should be compressed, because it helps mini-
mize time and cost. The main purpose of [7] is to develop
and design a systematic and secure method for data encod-
ing such that it can be used to implement lossless compres-
sion using steganography. This method helps reduce the
volume of transmitted data and fast transmission. This
paper presents compression using steganography that can

be implemented to hide data with the considerable security
and complete invisibility when using a combination of
RSA and steganography skills, including the Huffman cod-
ing. Length encoding (RLE) and discrete wavelet transform
with least significant bit steganography. The first step based
on RSA is to encode and decode secret messages. The next
step is compression, which is carried out based on Huffman
programming; to compress sensitive data using lossless tech-
nology, RLE is a more natural method for data compression
that compresses an image through weak compression to
reduce the cover image. Then, LSB is used to implant the
encoded information in the image on the compressed page.

By studying the articles mentioned in this field, to have a
wireless sensor network with maximum operational effi-
ciency according to the techniques described in this work,
the main contributions of this article are as follows:

(i) Increase the volume of transfer packets by the Huff-
man two-step cascading compression method with
the help of removing duplicate data

(ii) Provide fuzzy clustering method for selecting clus-
ters for data transfer with three different techniques

(iii) Provide distance and residual energy criteria for
fuzzy clustering in data packet transmission

(iv) Combine compression and fuzzy clustering tech-
niques for data transmission due to increased net-
work life and optimal energy consumption between
sensor nodes andmaximum data packet transmission

3. Primary Concepts

3.1. Hierarchical Routing Based on Clustering. In the hierar-
chical routing method based on clustering, the nodes with
higher energy can be used to process and transmit informa-
tion, while nodes with lower energy can be used to imple-
ment the task of sensors adjacent to the target. The
hierarchical method has a significant share in scalability, life-
time, and total energy efficiency of the system by creating
clusters and allocating specific tasks to the CHs and avoids
single-bus architecture. Hierarchical routing that combines
data to reduce the number of messages transmitted to the
BS is an efficient method for lower energy consumption in
a cluster. Potential clustering routing methods are the most
efficient methods to reduce energy consumption in SNs that

Rules

Fuzzifier Defuzzifier

Intelligence
Fuzzy

input set

Crisp
output

Fuzzy
output set

Crisp
input

Figure 2: Fuzzy logic system block diagram.
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have found wide applications in recent years. The most
essential and well-known protocol in this category is called
LEACH [11, 19, 20].

3.2. LEACH Clustering Protocol. The clustering hierarchical
protocol with low energy, called LEACH, is the first and
most well-known clustering-based protocol in WSNs in
which clusters are created in distributed form. The most

important objective of LEACH is to create local BSs (CHs)
to reduce the energy consumption of data transmission to
a remote BS. LEACH selects a few sensor nodes randomly
as CH and organizes the local nodes as the local clusters [21].

Nodes are assigned to the corresponding CH based on
adjacency. Non-CH nodes transmit their data to the CH.
Therefore, the only overhead is to establish intracluster
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Figure 3: Linguistic terms of the input membership functions: (a) Fuzzy type I and (b) Fuzzy type II.
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communication. The CH nodes need CH energy is balanced
by rotating the CH role among different nodes. Also, com-
bining data in the CHs reduces the volume of data transmit-
ted to the BS and saves energy. The performance of the
LEACH protocol is divided into multiple periods. Each
period starts with installation in which the clusters are orga-
nized. Followed by installation, data is transmitted in which
the normal load transmits their data to the CHs, and the CS
transmits the aggregated packet to the BS to reduce the
amount of information that should be transmitted to the BS.

3.2.1. Clustering Performance. This protocol is one of the
most well-known hierarchical protocols for WSNs [22–24].
In this protocol, time is divided into sections called round.
Each round is also divided into two phases. The first phase
is called set up in which the clusters are constituted and
the second phase is associated with the normal operation
which is called the steady-state phase. In the first phase,
the CHs are broadcast according to an adaptive probability
function. For CH broadcast, each sensor note broadcasts a
random number between zero and one. If this number is
smaller than a determined threshold, it is selected as the
CH in that round. Rather than employing wire or communi-
cation routes, packet routing techniques are used in this
infrastructure [25, 26]. Because there are multiple potential
paths to move from one node to another in these networks,
an algorithm to find the best route to the target should be
developed.

This probability function is designed such that each sen-
sor is selected as a CH in a specific number of rounds to
reduce the energy consumption of the network. After select-
ing the CH in the setup phase of each round, each CH
informed the other note that it is selected as the CH and
each note select the proper CH for itself and inform it of
the corresponding CH. Then HCH schedules its sensors
and allocates them a time slot to prevent collision of sensor
data. In the second phase, each sensor transmits is data in its
timeslot. After receiving the information of all sensors, the
sensor combines the information and transmits it to the
BS. Since HCH combines all sensor data of its cluster, a sig-
nificant saving is cheap in the volume of data transmitted to
the BS and energy consumption.

3.3. Huffman Coding Algorithm. Huffman coding algorithm
is one of the most common data compression methods in

computer science. The algorithm developed by David
Huffman is used to decrease coding redundancy without los-
ing data quality. Using data repetition is the main idea in the
Huffman coding algorithm [27, 28]. In this method, the
symbols of the alphabet are assigned to the variable code
words considering their frequency. A symbol with a higher
frequency is used to achieve higher compression with
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Figure 4: Linguistic terms of the output membership functions for the Mamdani fuzzy system.

Table 1: Fuzzy rules consulted by Fuzzy type I. The output is
being-CH-chance (Mamdani).

Energy remind Distance CHB

Low Near Yes

Low Average No

Low Far No

High Near Yes

High Average Yes

High Far No

Table 2: Fuzzy rules consulted by Fuzzy type I. The output is
being-CH-chance (Takagi-Sugeno).

Energy remind Distance CHB

Low Near No

Low Average No

Low Far No

High Near Yes

High Average No

High Far No

Table 3: Fuzzy rules consulted by Fuzzy type II. The output is
being-CH-chance.

Energy remind Distance CHB

Low Near No

Low Average No

Low Far No

High Near Yes

High Average No

High Far No
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shorter codes. The Huffman coding algorithm steps are
as follows:

Step 1: frequency of the symbols existing in data and
facilities or mentioned. These probabilities are listed in
descending order. A note with obtained probabilities is con-
stituted as a binary tree

Step 2: the least probable symbols in the cluster are
restored. These two values are summed and a new proba-
bility is created. All probabilities are adjusted in a descend-
ing sequence

Step 3: a parent node is created, and the left branch and
the right branch are specified as child 1 and child 2,
respectively

Step 4: to create a new node, nodes with the least proba-
bility are modified, and the tree list is updated. If there is
only one node in the list, the process is terminated. Other-
wise, step 2 is repeated

3.4. Fuzzy Systems. The starting point of constructing a fuzzy
system is to obtain a set of if-then rules from the knowledge
of experts. The next step is to combine these rules in a unit
system. Various fuzzy systems use different methods and
principles to combine these rules.

In common books and papers, three types of fuzzy
systems are discussed: Mamdani fuzzy systems; Takagi-
Sugeno and Kang fuzzy systems; and type-II fuzzy systems.
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According to Figure 2, these systems include fuzzifier
and fuzzy inference based on fuzzy rules and defuzzification.
In these structures, the input and output membership func-
tions are used to define fuzzy systems and their types. On
one hand, fuzzy systems are maps with multiple inputs and
one output from one vector with real values to a scalar with
real values (multiple output maps can be created by combin-
ing multiple single output maps) that their mathematical
relationships can be obtained. On the other hand, fuzzy sys-
tems are based on human knowledge that is constructed as
if-then rules. The important theoretical aspect of fuzzy sys-
tems is that it provides a systematic process for converting
a knowledge base into a nonlinear map. Since we can use
mathematical models, analysis and design of the systems
can be carried out as a mathematical model [29–31].

4. The Proposed Method

4.1. Fuzzy Clustering Algorithms. In this method, it is tried to
introduce a routing algorithm based on fuzzy clustering
algorithm and compare it with LEACH. In the proposed
method, proper clustering methods are used such that the
network parameters are optimized. In the clustering algo-
rithms, the CH consumes more energy compared to the
clusters; to resolve this problem, the CH should change in
each step. This change is usually done randomly, but in
the proposed method, this selection is targeted and calcu-
lated based on the residual energy of the nodes and distance
from the sink node, which seems to make the CH selection
targeted resulting in balanced energy consumption of the
nodes. Thus, the nodes’ energy is finished at close times,
and the network becomes more stable. In the proposed
method, the network range is divided into subsections to
make the nodes’ energy consumption more balanced. In
most studies that have used clustering, the clusters are of
the same size, and the number of clusters is constant. But
in the proposed method, the clusters’ size is considered
different considering the distance from the sink node,
and the number of clusters decreases as the number of
nodes decreases.

In this paper, three type-I Mamdani fuzzy and TS and
type-III clustering methods are used to select CH. In the
Mamdani fuzzy method, a thresholding technique is used
to select CH.

The primary concepts of the parameters that create the
numerical value of the chance of being-CH are ambiguous,
which are described by accurate mathematical models.
However, it is usually described through constructing fuzzy

models. Two common information resources for construct-
ing the fuzzy models are the previous data and knowledge.
A fuzzy system is comprised of four sections [32–34]: (1)
fuzzy system, (2) fuzzy rules, (3) inference motor, and (4)
defuzzification system. The abstract scheme of the proposed
FS for calculating the existence of CH is shown in Figure 2.
In the first step (called fuzzification), after generating a clear
set of input data, the set is converted to a fuzzy linguistic var-
iable, fuzzy linguistic terms, and membership functions.
Then, it is inferred using a set of fuzzy rules. Finally, the
fuzzy output is drawn using membership functions [32,
35]. The last step is defuzzification. In the designed fuzzy
system, fuzzy inference systems of Mamdani, TS, and type
II are used. Also, the defuzzification approves the center of
mass [36, 37]. In the following, details of inputs and outputs,
membership functions, and fuzzy rules of the proposed sys-
tems are discussed.

4.1.1. Input and Output Variables of the CH Selection Fuzzy
Systems. The input-output set of the system is a numerical
value of being-CH-chance defined in the range of zero and
one. For the CH selection system, one is equivalent to select-
ing, and zero is equivalent to not selecting a node as CH. For
the Mamdani system, the output is introduced as real values
in the range of zero and one.

The input set-two proposed factors are selected here;
first, the residual energy of the network nodes is in the range
of zero and maximum energy. The second is the distance of
nodes from the sink node, which is normalized in the range
of zero and one.

4.1.2. Membership Functions according to [32]. The member-
ship functions are used in the fuzzification and defuzzifica-
tion steps of the fuzzy system to convert the nonfuzzy
input values to fuzzy linguistic terms and vice versa. A

Table 4: Simulation parameters.

Parameter Value

Number of nodes 10

Area 100m × 100m

Location of BS 50,175½ �
Initial energy 0.5 J

Eelec 50 nJ/bit

Packet size 6400 bits

Transfer/receiver 50N

Data input HUFFMAN 
coding phase 1

Convert 
binery code to 

octal code

HUFFMAN 
coding phase 2

Send compressed 
data to sink

HUFFMAN 
decoding phase 1

Convert octal 
code to binery 

code

HUFFMAN 
decoding phase 2

Send compressed 
data to sinkData output

Figure 8: Flowchart of the Huffman compression technique.
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membership function is used to determine the quantity of
the linguistic terms. “According to the domain values of
the variables, various fuzzy sets are defined, and a member-
ship function is used to assign the membership degree of
each value of a variable in the fuzzy sets.” In this paper, fuzzy
membership functions are constructed using the results
obtained from the intellectual approach [20, 38]. According
to the previous studies, for determining CH in WSN based
on fuzzy logic [23, 27, 30] and to save energy and simplicity
in designing the network structure, triangular and trapezoi-
dal membership functions are used. In the following, the
input and output membership function and the governing
rules for the three proposed fuzzy structures are studied.

For fuzzy system inputs, residual energy with member-
ship functions including high, low, and fuzzy input distance
from the sink node with far, average, and near membership
functions are introduced. Figure 3 shows the introduced
membership functions for different inputs. Trapezoidal
membership functions have been used for the input vari-
ables. Figure 3(a) is defined for type-I fuzzy system, and
Figure 3(b) is defined for type-II fuzzy system. According
to Figure 3(b), the weighting range of the membership func-
tions of the type-II fuzzy system can be changed at the up
and down, but for the type-I fuzzy system, the weight of
the membership functions is fixed for each input value.

For the output of fuzzy systems, the chance of select-
ing a node as CH is as follows: They are equated as values
of one and zero for the Takagi TS type-I fuzzy system and
type-II fuzzy system with yes and no, respectively. For the
Mamdani fuzzy system according to Figure 4, trapezoidal
membership functions in the range of zero and one have
been used [39, 40].

4.1.3. Fuzzy Rules. The fuzzy rules represented in Tables 1–3
are introduced by type-I and type-II fuzzy systems. Figures 5
and 6 show the results of the rules. The criterion of applying
fuzzy rules for all three desired fuzzy systems is to increase
the lifetime of the network and reduce the loss of energy
consumption for sending information. For this purpose,
nodes should be selected as cluster-heads that have the high-
est amount of remaining energy (to increase lifespan) and
the shortest distance to the destination node (to reduce
energy losses along the path). For instance, the following
rule shows that the sensor node has a weak position regard-

ing the distance from the sink node and the residual energy
is low; therefore, it is not a suitable candidate for being-Ch:

IF < distance is far > AND < energyremind is low
> THEN < CH isNO > :

ð1Þ

4.1.4. CH Selection Algorithm. In the CH selection problem,
the important point in WSN is information transmission
with minimum energy consumption to increase the network
lifetime. The logical selection for determining the CH node
is the most important part of the hierarchical routing for
aggregating and transmitting the information. In this paper,
a fuzzy logic structure considering the rules defined based on
experiments is used to select CH optimally such that the
number or information transmission rounds before the first
dead node is increased. Figure 7 shows the proposed algo-
rithm for CH selection based on fuzzy clustering. According
to the flowchart proposed in this article, first, the two criteria
of the distance from the node to sink node and the remain-
ing energy of the node are calculated for all nodes. With the
help of these two criteria and fuzzy systems, cluster-head
nodes are identified, and if no node is selected, according
to this technique, the closest node to the sink node is selected
as the cluster-head.

Based on the proposed flowchart in Figure 7, it can be
seen that two criteria are considered for selecting the optimal
path for selecting the threaded node: first, the residual
energy of the node, to increase the life of the wireless sensor
network, and second, the distance of the node near the path
to reduce the transmission distance, to increase the number
of transmission packets and reduce power losses. Therefore,
in the cluster selection to meet the cluster selection criteria
for all sensor nodes, the parameters of distance and amount
of residual energy are calculated and transferred to the

Table 5: Comparison of the results of the three proposed algorithms and different CH selection measures with LEACH.

Algorithm
Death of the
first node

Death of the
middle node

Death of the
last node

Number of pockets
sent to BS

Time of
simulation (s)

Number of nodes 10 nodes
(first pattern)

Mamdani fuzzy
clustering

175 924 5983 5900 2197

TS fuzzy
clustering

135 730 1155 1260 468

Type-II fuzzy
clustering

124 1345 3231 3250 956

LEACH
clustering

283 830 3650 2730 1058

Table 6: Comparing the performance of the proposed compression
technique (in bits).

Length of the
aggregated
data

Conventional
Huffman

compression

Cascode
Huffman

compression
Improvement

300 194 178 8.98

600 399 378 3.1

900 641 638 0.47
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defined fuzzy system. With fuzzy-defined rules, the chance
of selecting a header for each node is determined, and by
defining an average threshold, the values of zero and one
are assigned to the sensor nodes. According to the value
obtained for the sensor nodes, routing is selected for Huff-
man compressed packets. This operation continues until
the death of all nodes to transmit information.

4.2. Cascode Huffman Compression. A proposed approach
for aggregating the data transmitted to the CH is to com-
press data so that information is encoded and the volume
of the information received at the sink node is increased.
In this paper, the Huffman coding is selected for compres-
sion. The technique presented in this work uses two Huff-
man coders simultaneously in series and cascode form, and
its structure is shown in Figure 8. In the first phase, the data
is encoded and compressed as a common Huffman coder. In
the second phase, the binary code extracted from the
Huffman coding of the first phase is converted to an octal
code with values of f0, 1, 2, 3, 4, 5, 6, 7g. Now, the results
are coded using the second Huffman coding for the second
time. The obtained binary results of the Huffman coding in
the second phase are prepared to be transmitted to the sink
node. This helps compress the data more and reduces the
energy loss for data transmission in the network. In the
proposed approach for compression, we will achieve an
improvement for information transmission in the studied
sensor networks. Figure 8 shows the steps of implementing
this method with two Huffman encoding steps in cascade.
This technique leads to an average increase of 40% in the

volume of sent packets compared to the transmission of
information without compression.

5. Simulation Settings

In this section, the performance of the proposed aggregation
method is estimated using matlab2017b. The results of the
proposed approach are studied numerically. The studied
IoT WSN is comprised of 10 active sensor nodes that are
randomly distributed in a 100m × 100m rectangular area.
The nodes in an area are distributed using the random sim-
ulation model. The link-layer provides the junction between
two nodes, and the link is designed omnidirectional. The IoT
gateway node collects the data packets in a variable area and
stores information based on the data packet size; its size is
6400 bits. The simulation time varies between 10 and 120
minutes. The simulation parameters are given in Table 4.

In this paper, the proposed fuzzy clustering algorithm is
compared with the LEACH clustering algorithm. In LEACH
protocols the nodes’ energy level changes significantly. The
results of this algorithm indicate that each cluster does not nec-
essarily include the neighboring nodes, but it is a set of high-
energy and low-energy nodes such that the energy is balanced
among all clusters. In other words, the closest high-energy
and low-energy nodes are virtually put in one cluster, while
fuzzy clustering uses two measures of energy node and the dis-
tance based on selecting an intelligent fuzzy logic method so
that it can change the position of the CH from one node to
another if necessary. This helps even the energy consumption
in the network and increase the network lifetime.
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Figure 9: Comparison of the efficiency of the three fuzzy clustering algorithms with LEACH in terms of the number of live nodes to the
number of rounds. (a) Structure of the studied network. (b) Takagi-Sugeno fuzzy type-I clustering algorithm. (c) Mamdani fuzzy type-I
clustering algorithm. (d) Fuzzy type-II clustering algorithm. (e) LEACH algorithm.
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The proposed algorithm is tested using three CH selec-
tion measures in the LEACH protocol. The results show that
selecting a Mamdani fuzzy CH node with maximum energy
level shows higher efficiency compared to the other two
methods, which has a significant difference from the results
of these two methods. Comparison is made using three stan-
dard measures in the SN routing algorithms:

Death of the first node: the round at which the first node
fails due to running out of energy

Death of half of the nodes: the round at which half of the
network nodes fail due to running out of energy

Death of the last node: the round at which the last net-
work node fails due to running out of energy

The results obtained from the three protocols and the
results obtained from LEACH for different CH selection
measures for the first and second patterns are given in
Tables 5 and 6, respectively. It should be mentioned that in
the proposed protocol, the CH with maximum energy level
is considered. Also, the results are obtained by averaging

the statistical community. As shown in Table 5, the number
of packets sent is proportional to the life of the network
under study compared to the classical LEACH method,
and this is consistent with data compression. Also, the aver-
age death of sensor nodes in the proposed algorithms of
Mamdani and type II shows a good improvement in increas-
ing the life of the network. Also, with the help of the pro-
posed technique, an increase in the lifetime for the average
death of the nodes has been achieved with the type-2 fuzzy
and Mamdani fuzzy methods. Table 6 also shows the com-
pression rate of the packets and shows the compression
improvement rate for several samples according to the pro-
posed Huffman cascade compression performance. Accord-
ing to the compression results obtained for several different
text and image data samples, it was observed that the pro-
posed method has created a better compression ratio in the
volume of information compared to the usual method. The
duration of the simulation for the implementation of each
of the techniques represents the lifetime of the network,
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Figure 10: (a) Round at which half of the nodes alive for each clustering approaches. (b) Average number of received packets at end round.
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which is proportional to the number of transmission
packets, so the proposed method with the Mamdani-type
fuzzy system has been able to give the maximum time to
transmit information packets to the network.

At the end, the performance of the proposed methods
for a studied wireless sensor network with the specifica-
tions of Table 4 is given. As can be seen in Figure 9, the
proposed protocol outperforms the other two protocols
and the LEACH protocol. These results prove that the
proposed algorithm can ensure network lifetime in 63.9%
of cases. According to Figure 9, the network lifetime is
increased 4 times compared to type-II fuzzy and TS con-
sidering the death of the first node. In this figure, it can
be seen that the proposed techniques have a good perfor-
mance for energy consumption and maximum use of net-
work energy, and in Mamdani’s fuzzy system method, the
power loss has been reduced with a very small slope. Also,
due to the compression approach, the number of trans-
mission packets has been able to transfer information to
the sink node with a good ratio, and the changes in infor-
mation transmission are much less than the leach method.
On the other hand, it can be seen that in the proposed
technique, the death of nodes is caused with a greater dis-
tance in different periods compared to the leach method.
This result represents the resistance of the proposed tech-
niques for the death of nodes. Figure 10 shows a bar
graph of the results for comparing different techniques.
By observing the results, the superiority of Mamdani and
type II of fuzzy system techniques compared to other
methods is presented.

Also, by applying the cascode Huffman compression
technique, a maximum of 40% and a minimum of 30% com-
pression are obtained for different samples with various cor-
relations. According to the given table, it is seen that for
different samples with shorter lengths, the proposed com-
pression has compressed the data volume more than the
conventional Huffman compression method.

6. Conclusion

In this study, the simulation results of the new clustering
protocol based on fuzzy Mamdani system are presented
using the proposed algorithm. The difference of cluster for-
mation in the fuzzy clustering method with previous proto-
cols is shown. Then, the diagrams and statistics are used to
prove that the Mamdani fuzzy clustering protocol outper-
forms the two similar fuzzy clustering protocols and LEACH
clustering in terms of increasing the effective lifetime of the
network and the number of packets. Also, by applying the
cascode Huffman compression method to the WSN for data
aggregation and compression, the data transmission rate
increased by 40% without losing energy.

Data Availability

The data used to support the findings of this study are
included within the article.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] A. J. Hintaw, S. Manickam, M. F. Aboalmaaly, and
S. Karuppayah, “MQTT vulnerabilities, attack vectors and
solutions in the internet of things (IoT),” IETE Journal of
Research, pp. 1–30, 2021.

[2] H. El Alami and A. Najid, “Optimization of energy efficiency
in wireless sensor networks and Internet of Things,” Nature-
Inspired Computing Applications in Advanced Communication
Networks, pp. 89–127, 2020.

[3] S. Sadeqi, S. Rouhi, N. Xiros et al., “Numerical investigation of
an experimental ocean current turbine based on blade element
momentum theory (BEM),” International Conference on Off-
shore Mechanics and Arctic Engineering, vol. 85192, article
V009T09A002, 2021.

[4] H. El Alami and A. Najid, “(SET) smart energy management
and throughput maximization: a new routing protocol for
WSNs,” in Security Management in Mobile Cloud Computing,
pp. 1–28, IGI Global, Pennsylvania, United States, 2017.

[5] V. A. Chenarlogh, F. Razzazi, and N. Mohammadyahya, “A
multi-view human action recognition system in limited data
case using multi-stream CNN,” in 2019 5th Iranian Conference
on Signal Processing and Intelligent Systems (ICSPIS), pp. 1–11,
Shahrood, Iran, December 2019.

[6] E. F. Nakamura, A. A. Loureiro, and A. C. Frery, “Information
fusion for wireless sensor networks,” ACMComputing Surveys,
vol. 39, no. 3, 2007.

[7] O. F. AbdelWahab, A. I. Hussein, H. F. Hamed, H. M. Kelash,
and A. A. Khalaf, “Efficient combination of RSA cryptography,
lossy, and lossless compression steganography techniques to
hide data,” Procedia Computer Science, vol. 182, pp. 5–12,
2021.

[8] G. Kunkel, M. Madani, S. J. White, P. H. Verardi, and
A. Tarakanova, “Modeling coronavirus spike protein dynam-
ics: implications for immunogenicity and immune escape,”
Biophysical Journal, vol. 120, no. 24, pp. 5592–5618, 2021.

[9] F. Fanian and M. K. Rafsanjani, “A new fuzzy multi-hop clus-
tering protocol with automatic rule tuning for wireless sensor
networks,” Applied Soft Computing, vol. 89, article 106115,
2020.

[10] A. Shiri and G. K. Khosroshahi, “An FPGA implementation of
singular value decomposition,” in 2019 27th Iranian Confer-
ence on Electrical Engineering (ICEE), pp. 416–422, Yazd, Iran,
April 2019.

[11] A. Jadidi and M. R. Dizadji, “Node clustering in binary asym-
metric stochastic block model with noisy label attributes via
SDP,” in 2021 International Conference on Smart Applications,
Communications and Networking (SmartNets), pp. 1–6, Glas-
gow, United Kingdom, September 2021.

[12] M. Abdolkarimi, S. Adabi, and A. Sharifi, “A new multi-
objective distributed fuzzy clustering algorithm for wireless
sensor networks with mobile gateways,” International Journal
of Electronics and Communications, vol. 89, pp. 92–104, 2018.

[13] J.-S. Lee and W.-L. Cheng, “Fuzzy-logic-based clustering
approach for wireless sensor networks using energy predica-
tion,” IEEE Sensors Journal, vol. 12, no. 9, pp. 2891–2897,
2012.

15Journal of Sensors



[14] S. Chinnaswamy and K. Annapurani, “Trust aggregation
authentication protocol using machine learning for IoT wire-
less sensor networks,” Computers and Electrical Engineering,
vol. 91, article 107130, 2021.

[15] J. Wang, O. T. Tawose, L. Jiang, and D. Zhao, “A new data
fusion algorithm for wireless sensor networks inspired by hes-
itant fuzzy entropy,” Sensors, vol. 19, no. 4, article 784, 2019.

[16] S. N. Kalyani, E. Sasikala, and B. Gopinath, “Collaborative data
processing in WSN using Voronoi fuzzy clustering,” Interna-
tional Journal of Computers Communications & Control,
vol. 10, no. 3, pp. 348–356, 2015.

[17] H. El Alami and A. Najid, “EEA,” International Journal of
Wireless Networks and Broadband Technologies, vol. 7, no. 2,
pp. 19–37, 2018.

[18] M. Angeline and S. Suja Priyadharsini, “Hybrid compression
of biomedical ECG and EEG signals based on differential clus-
tering and encoding techniques,” International Journal of
Imaging Systems and Technology, vol. 31, no. 2, pp. 708–717,
2021.

[19] S. Hosseini, M. Mehrtash, and M. B. Khamesee, “Design,
fabrication and control of a magnetic capsule-robot for the
human esophagus,” Microsystem Technologies, vol. 17, no. 5-7,
pp. 1145–1152, 2011.

[20] M. Trick and B. Boukani, “Placement algorithms and logic on
logic (LOL) 3D integration,” Journal of Mathematics and Com-
puter Science, vol. 8, no. 2, pp. 128–136, 2014.

[21] S. Hosseini and B. Khamesee, “Placement algorithms and logic
on logic (LOL) 3D integration,” Journal of Mathematics and
Computer Science, , no. 2, pp. 128–136, 2014.

[22] H. F. Atlam, R. J. Walters, G. B. Wills, and J. Daniel, “Fuzzy
logic with expert judgment to implement an adaptive risk-
based access control model for IoT,” Mobile Networks and
Applications, pp. 1–13, 2021.

[23] S. Gajjar, M. Sarkar, and K. Dasgupta, “Cluster head selection
protocol using fuzzy logic for wireless sensor networks,” Inter-
national Journal of Computers and Applications, vol. 97, no. 7,
pp. 38–43, 2014.

[24] P. Azad and V. Sharma, “Cluster head selection in wireless
sensor networks under fuzzy environment,” International
Scholarly Research Notices, vol. 2013, Article ID 909086, 8
pages, 2013.

[25] M. Trik, S. Pour Mozaffari, and A. M. Bidgoli, “Providing an
adaptive routing along with a hybrid selection strategy to
increase efficiency in noc-based neuromorphic systems,” Com-
putational Intelligence and Neuroscience, vol. 2021, Article ID
8338903, 8 pages, 2021.

[26] S. Ameli and O. Moses Anubi, “Hierarchical robust adaptive
control for wind turbines with actuator fault,” ASME Letters
in Dynamic Systems and Control, vol. 2, no. 3, article 031001,
2022.

[27] M. Trik, A. M. N. G. Molk, F. Ghasemi, and P. Pouryeganeh,
“A hybrid selection strategy based on traffic analysis for
improving performance in networks on chip,” Journal of Sen-
sors, vol. 2022, Article ID 3112170, 19 pages, 2022.

[28] S. Pourjabar and G. S. Choi, “A high-throughput multimode
low-density parity-check decoder for 5G new radio,” Interna-
tional Journal of Circuit Theory and Applications, vol. 50,
no. 4, pp. 1365–1374, 2022.

[29] S. Balaji, E. G. Julie, and Y. H. Robinson, “Development of
fuzzy based energy efficient cluster routing protocol to increase
the lifetime of wireless sensor networks,”Mobile Networks and
Applications, vol. 24, no. 2, pp. 394–406, 2019.

[30] A. M. Norouzzadeh Gil Molk, M. R. Aref, and R. Ramazani
Khorshiddoust, “Leveled design of cryptography algorithms
using cybernetic methods for using in telemedicine applica-
tions,” Computational Intelligence and Neuroscience, vol. 2021,
Article ID 3583275, 17 pages, 2021.

[31] S. Ameli and O. M. Anubi, “Robust control for a class of non-
linearly coupled hierarchical systems with actuator faults,”
IFAC-PapersOnLine, vol. 54, no. 20, pp. 540–546, 2021.

[32] M. Madani, K. Lin, and A. Tarakanova, “DSResSol: a
sequence-based solubility predictor created with dilated
squeeze excitation residual networks,” International Journal
of Molecular Sciences, vol. 22, no. 24, article 13555, 2021.

[33] D. Mokhlesi Ghanevati, E. Khorami, B. Boukani, and M. Trik,
“Improve replica placement in content distribution networks
with hybrid technique,” Journal of Advances in Computer
Research, vol. 11, no. 1, pp. 87–99, 2020.

[34] J. Huaping, Z. Junlong, and A. M. Norouzzadeh Gil Molk,
“Skin cancer detection using kernel fuzzy c-means and
improved neural network optimization algorithm,” Computa-
tional Intelligence and Neuroscienc, vol. 2021, article 9651957,
12 pages, 2021.

[35] B. HassanVandi, R. Kurdi, and M. Trik, “Applying a modified
triple modular redundancy mechanism to enhance the reliabil-
ity in software-defined network,” International Journal of Elec-
trical and Computer Sciences (IJECS), vol. 3, no. 1, pp. 10–16,
2021.

[36] A. Glorou, A. Sheikhani, A. M. Nasrabadi, andM. R. Saebipour,
“Detecting slow wave sleep and rapid eye movement stage using
cortical effective connectivity,” Turkish Journal of Electrical
Engineering and Computer Sciences, vol. 26, no. 6, pp. 2779–
2792, 2018.

[37] H. Mozaffari and A. Houmansadr, “Heterogeneous private
information retrieval,” in Network and Distributed Systems
Security (NDSS) Symposium, January 2020.

[38] A. Rezaee, O. A. Sheikhabad, and L. Beygi, “Quality of
transmission-aware control plane performance analysis for
elastic optical networks,” Computer Networks, vol. 187, article
107755, 2021.

[39] L. Reznik, Fuzzy controllers handbook: how to design them,
how they work, Elsevier, Amsterdam, Netherlands, 1997.

[40] S. Sadeqi, N. Xiros, E. Aktosun et al., “Power estimation of an
experimental ocean current turbine based on the conformal
mapping and blade element momentum theory,” ASME Inter-
national Mechanical Engineering Congress and Exposition,
vol. 85628, article V07BT07A004, 2021.

[41] S. K. Malchi, S. Kallam, F. Al-Turjman, and R. Patan, “A trust-
based fuzzy neural network for smart data fusion in internet of
things,” Computers and Electrical Engineering, vol. 89, article
106901, 2021.

16 Journal of Sensors


	Improve Performances of Wireless Sensor Networks for Data Transfer Based on Fuzzy Clustering and Huffman Compression
	1. Introduction
	2. Related Works
	3. Primary Concepts
	3.1. Hierarchical Routing Based on Clustering
	3.2. LEACH Clustering Protocol
	3.2.1. Clustering Performance

	3.3. Huffman Coding Algorithm
	3.4. Fuzzy Systems

	4. The Proposed Method
	4.1. Fuzzy Clustering Algorithms
	4.1.1. Input and Output Variables of the CH Selection Fuzzy Systems
	4.1.2. Membership Functions according to [32]
	4.1.3. Fuzzy Rules
	4.1.4. CH Selection Algorithm

	4.2. Cascode Huffman Compression

	5. Simulation Settings
	6. Conclusion
	Data Availability
	Conflicts of Interest

