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There is a centralization of the core content in the text information of the new crown epidemic notification. This paper proposes a
joint learning text information extraction method: TBR-NER (topic-based recognition named entity recognition) based on topic
recognition and named entity recognition to predict the labeled risk areas and epidemic trajectory information in text
information. Transfer learning and data augmentation are used to solve the problem of data scarcity caused by the initial local
outbreak of the epidemic, and mutual understanding is achieved by topic self-labeling without introducing additional labeled
data. Taking the epidemic cases in Hebei and Jilin provinces as examples, the reliability and effectiveness of the method are
verified by five types of topic recognition and 15 types of entity information extraction. The experimental results show that,
compared with the four existing NER methods, this method can achieve optimality faster through the mutual learning of each
task at the early stage of training. The optimal accuracy in the independent test set can be improved by more than 20%, and
the minimum loss value is significantly reduced. This also proves that the joint learning algorithm (TBR-NER) mentioned in
this paper performs better in such tasks. The TBR-NER model has specific sociality and applicability and can help in epidemic
prediction, prevention, and control.

1. Introduction

In December 2019, a novel coronavirus (COVID-19) was
transmitted between species and spread fast worldwide in a
short period. The fast spread of the disease and severe
economic and social devastation are far beyond people’s
expectations. Utilizing data mining and natural language
processing technology to anticipate epidemic development
trends and carry out intelligent security early warning has
piqued the interest of academics. It has progressively become
one of the hotspots in natural language processing [1–3].
According to the current standardization of epidemic pre-

vention and control, the epidemic spread is characterized
by random small-scale bursts, which leads to a shortage of
case information data in the early stage of transmission,
making the study of epidemic information more complex
and problematic. With their high efficiency, standardization,
and real-time features, artificial intelligence, big data, and
other technologies have achieved tremendous gains in
several epidemic prevention and control domains since the
outbreak of novel coronavirus-infected pneumonia [4–6].
The SEIR model is one of the most extensively used
epidemic prediction models in the epidemic dynamics
model. It may consider transmission speed and mode and
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numerous infectious disease prevention and control strate-
gies. The trajectory location early warning model monitors
and provides an early warning by mining semantic trajectory
data and combining location, time, and various application
circumstances. Furthermore, some researchers use multivar-
iate cosmos algorithms with artificial intelligence algorithms,
natural language processing technology, and other compre-
hensive considerations of different prevention and control
measures and various factors to build an early warning
model, which has obvious advantages. COVID-19 pandemic
prediction has piqued the interest of academics from many
sectors all around the world. For example, Khayyat et al.
[7] provided a predictive analytic model to anticipate the
spread of the epidemic in Saudi Arabia and utilized the time
series correlation FB model to perform a t-test on the data,
giving a foundation for the epidemic’s future development.
Alsunaidi et al. [8] established a dynamic prediction and
transmission technique based on the SEIRD epidemic model
and calculated time-varying model parameters using maxi-
mum likelihood to show the emotional influence of the
infection rate, death rate, and recovery rate on COVID-19
transmission. Balaha et al. [9] extracted characteristics from
CT scans and learned them using deep learning and
pretrained models. A hybrid technique that superimposes
several CNN models is adopted to improve prediction accu-
racy. Wieczorek et al. [10] developed a neural network
model for epidemic spread utilizing government data and
the Nadam training model to achieve good prediction accu-
racy; Kozio et al. [11] offered a fractional-order SIR epidemic
model to forecast epidemic spread. The model parameters
were estimated using the genetic method, and the simulation
was validated using Spanish data. Because the critical
content of the text information of the epidemic has been
centralized, each phrase has its core subject, such as the basic
information about the infected patients, the track informa-
tion during the sickness, and the time of diagnosis. When
conducting information extraction, the information extrac-
tion technology indicated in the current results frequently
cannot take advantage of the peculiarities of the epidemic
notice text and cannot use the topic information. Further-
more, some algorithms suffer high labeling costs and little
labeled data. Due to the abovementioned issues, this work pre-
sents a cooperative learning strategy for topic recognition and
named entity identification TBR-NER. This technique anno-
tates the epidemic notification information first and then
exploits the features of distinct entities belonging to different
subjects to accomplish topic self-annotation without adding
extra annotation data, decreasing human annotation effort.

To increase the model’s generalization ability in the
absence of samples, entity mention replacement and external
knowledge base replacement are employed to improve data.
At the same time, transfer learning enhances the model’s
text parsing capacity. The following are the primary contri-
butions of this study. (1) A TBR-NER model is presented
for text extraction of epidemic notification information.
The text extraction accuracy of epidemic notification
information is increased by integrating the notification
information text training mode with topic recognition in
entity recognition. (2) Propose a self-annotation approach

for cooperative learning. Topic self-annotation is done
without providing new annotation data based on entity
annotation. The features that distinct entities belong to
various topics are utilized for topic recognition jobs. (3)
Add the Chinese information corpus (Chinese Wikipedia
corpus) to the training session. On the one hand, some
information about entity place names is replaced by entities
during the training process to achieve the goal of data
enhancement. On the other hand, the pretrained model is
finally transferred to the joint learning model by learning
the notice text to express the learning sentence structure,
word collocation information, and so on, which effectively
avoids the diversity and ambiguity of the expression and
improves the model’s generalization ability. (4) Comparative
tests were conducted on the collected datasets from the prov-
inces of Jilin and Hebei. The findings demonstrate that the
proposed topic recognition and named entity recognition
(TBR-NER) combined learning system can extract critical
information in the epidemic notification job. The topic recog-
nition and entity recognition tasks will help in the cooperative
learning process, resulting in higher classification results.

2. Related Work

2.1. Conditional Random Field. The conditional random
field (CRF) is a probabilistic model [12] used to label and
split data with a sequence structure. It combines the proper-
ties of the maximum entropy model with the hidden Markov
model, and it can describe long-distance dependence. It can
globally normalize the characteristics and then achieve the
objective of global optimization, which better overcomes
the label bias problem. When first collecting text informa-
tion, the model typically pulls crucial information in the
form of the character level. Even though this approach is
basic and straightforward to master, it has certain flaws. Dis-
cerning things based on categorization labels is complicated
when multiple continuums coexist. For example, the three
geographical names of Jilin province, Changchun city, and
Jilin University correspond to three-place entities in the label
categorization of Jilin University in Changchun city, Jilin
province. However, there is no visible border between
continuous entities when using the character-level form to
extract modeling and the abovementioned words will be pre-
dicted as an entity label. To address this issue, this article
adds the entity label BIO (see Figure 1). Each original inde-
pendent entity information annotation is labeled with one of
three types of labels: the beginning label (B-), the intermedi-
ate label (I-), and the irrelevant label (O-). See Figure 1. The
classification prediction results of “Qianxiguan village,
Xiguan town, Gaocheng district, ‘become’ B-location, I-loca-
tion, I-location, B-location, I-location, I-location, B-location,
I-location, I-location, I-location, I-location, and I-location.”
The red label represents the patient’s ID, the dark-green
label represents the patient’s hometown, the pink label
represents the patient’s home time, the purple label repre-
sents the patient’s trajectory action event, the blue label
represents the patient’s opening trajectory movement time,
and the light-green label represents the patient’s diagnosis
time; the dark-blue label represents the time when the
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patient was transferred, the lavender label represents the
name of the hospital where the patient was transferred,
and the dark-brown label represents the patient’s transpor-
tation information.

Although adding BIO can help the model different con-
tinuous things, this strategy will have some drawbacks. For
example, as the number of labels rises, the danger of an
unlawful prediction label sequence increases. The following
faults are possible in this paper’s epidemic identification
task: (1) The model recognizes work information labels in
the case of Id, such as “B-case id, I-work information, and
I-case Id.” (2) The initial label “B-case Id” should appear at
the beginning of entity information, and the model forecasts
in the middle of entity information, such as “I-case id, B-case
id, and I-case id.” These incorrect labels will have an impact
on the model’s overall accuracy. As a result, in label predic-
tion, it is necessary to examine the word-level classification
prediction accuracy as much as possible to assure the predic-
tion of the lawful label sequence.

The introduction of the conditional random field model
(CRF) in this study may identify the part of the label
sequence distribution rules, allowing the label sequence to
be legalized; the formula is as follows:

Score l sjð Þ = 〠
m

j=1
〠
n

i=1
λj f j s, i, li, li−1ð Þ, ð1Þ

p l sjð Þ = exp score l sjð Þ½ �
∑l ′exp score l′ sj

� �h i : ð2Þ

Among them, formula (1) represents the score of the
feature function on the label sequence I, s represents the
sentence that needs to be labeled with a part of speech, i rep-
resents the ith word in sentence s, li represents the part of
speech labeled by the label sequence to be scored for the i
th word, and li−1 indicates the labeling sequence that needs
to be cut to mark the position of speech for the i − 1th term.

The outer summation is the sum of the core values of each
feature function f j, and the inner outline is the sum of the
feature values of the words at each position in the annotated
sentence. Formula (2) is to index and standardize the score,
and the probability value pðljsÞ of the label sequence I can be
obtained. In this paper, the Viterbi algorithm [13] is used to
calculate the score of legal label paths quickly and dynamic
programming DP is used to solve the optimal path problem
in this paper.

2.2. Transfer Learning. Transfer learning [14, 15] is charac-
terized by a given labeled domain and an unlabeled target
domain. Even though the data distribution in the two parts
is different, the knowledge of Dt can be learned through
the knowledge of Ds. Transfer learning is an optimization
approach introduced for solving problems with a small
number of samples. Transfer learning is typically appropri-
ate when the amount of data in the source domain is suffi-
cient and the amount in the target domain is minimal.

This work uses transfer learning to aid model training to
address the underfitting problem caused by a small amount
of epidemic information data. Because the quantity of noti-
fication messages is frequently insufficient in the early stages
of epidemic transmission, only a small amount of data is
used for model training, resulting in the undergeneralization
of the model. As a result, this research gathers a Chinese
information notification text corpus from Wikipedia. It
employs a BERT model based on mask language (MLM)
for self-supervised training to gain additional text colloca-
tion and sentence structure information.

The Bidirectional Encoder Representations from Trans-
former (BERT) language preprocessing paradigm can
automatically extract rich word-level characteristics, gram-
matical and structural features, and semantic information
from sequences. The BERT model utilized in this study
includes 12 layers, and the output of each hidden layer after
pretraining may convey word vectors to varying degrees.
The hidden layer output vector of the last layer is commonly

Case. # Confirmed case 2: Female, 36 years old, from Qianxiguan Village, Xiguan Town, Gaocheng District, daughter of the first confirmed case today. On December 28,

2020, stay at home without going out; on December 29, go to the village market in the morning, and go to the LeJia supermarket for shopping in the afternoon; December 30th,

no going out at home; December 31st, at 9 o'clock in the morning, drive to the credit building in Gaocheng District for shopping, eat at the food stall on the 1st floor of the

credit building at around 14:00, and drive to Beiguo Mall Gaocheng Shop shopping at 15:00, drive home after half an hour; on January 1, 2021, drive to Xinle City Credit 

Building Mall for shopping, exit from Credit Building at about 10 o'clock, and go to the open-air bazaar near Xinle City Cinema to buy clothes return home; from January 2 to

3 at home without going out; from January 4 to the village's daily, Zhongtong, and post courier points to pick up the express; January 5 to the village's Lejia Shopping 

Supermarket for shopping; from January 6 to 11th No going out at home. During the period, the test results were negative on January 5th, 7th, 9th, and the three calculations;

the calculation test was positive on January 11; and it was transported by a 120 negative pressure ambulance to Shijiazhuang City People’s Hospital Jianhua District

on January 12; diagnosed as a confirmed case on January 13. #Confirmed case 3: Female, 55 years old, from Xiaoguozhuang Village, Zengcun Town, Gaocheng District.

There will be no going out in the village from December 27, 2020 to December 31, 2020; at noon on January 1, 2021, ride an electric bike to Nanqiao Village, HaoYunLai

hotel for a wedding banquet;

Figure 1: NER entity boundary tag BIO model display diagram.
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used in the BERT model, although some tests demonstrate
that the later the layer vector is, the more difficult it is to
match the present job itself [16]. To improve the retention
of high-dimensional abstract information and the generali-
zation ability of the pretraining model, this paper fuses the
outputs of the last four layers of the pretrained model k1 ∗
ant + k2 ∗ aðn−1Þt + k3 ∗ aðn−2Þt + k4 ∗ aðn−3Þt , where the ant is
the model output vector, n is the number of layers, t is the
time step, and the weight coefficients k1, k2, k3, and k4 are
0.1, 0.2, 0.3, and 0.4, respectively.

2.3. Rule Matching. Rule matching is a way of searching for
matches in highly regularized data [17]. When extracting
epidemic information in this research, it is discovered that
some data information is very standardized, as shown in
Figure 2. For example, a “certain X-year-old” statement has
a greater confidence that the statement describes the age or
a “XXXX year was born” statement has higher confidence
that the information describes the date of birth.

The examination of the epidemic text reveals that several
fundamental attribute interactions exhibit consistent pat-
terns in the text. By evaluating the samples and removing
interference factors such as manual annotation mistakes,
the regular expression is utilized to extract the information
attribute connection. The fusion data is searched using
matching. Using the rule matching strategy to lower the cost
of label annotation might focus the model on less regular
label categorization, improving the model’s accuracy.

2.4. Data Enhancement. Data augmentation is a technique
that synthesizes new data from existing data. When training
samples are sparse and labeling costs are high, it seeks to
enhance the number of data points, reduce overfitting, and
improve the model’s overall generalization ability [18, 19].

Due to a lack of case texts in the epidemic’s early stages,
the model struggles to learn more detailed rules based on a
few samples. Furthermore, several tags in the pandemic text,
such as transit information and employment information,
have a substantially lower number of occurrences than other
tags. Without data augmentation, the model cannot detect
the basic information of such labels. Synonym substitution
(SR), random insertion (RI), spontaneous exchange (RS),
random deletion (RD), and entity mention substitution are
all typical data augmentation strategies used in NLP jobs
[20]. The methods of synonym substitution and entity men-
tion substitution are primarily used in this article. However,
using synonymous substitution (SR) may not have the
desired impact of fundamentally improving data. This is
because the vector values of the interchangeable substitute
terms are almost identical, resulting in enhanced subjective
data. On the other hand, the trained model may perceive
the augmented data as the exact phrase and there is no
significant data extension.

This paper presents a solution to the above-listed chal-
lenges: first, the part of speech of each word in the original
text is identified, next, comments with the same amount of
speech but different are disrupted into other sentences to
replace synonyms, and finally, the credibility of the data-
enhanced text is checked and the data-enhanced text is

merged into the training corpus, for example, “Dining at
an HSBC Hotel” and “Shopping in Joy City on X,” where
words like “HSBC Hotel” and “Joy City” can be identified
as synonymous with different words; “Dining” and “Shop-
ping” belong to the same entity type, and the enhanced data
“dining in the Grand Hyatt” can be obtained through the
improved synonym substitution scheme.

3. Construction of the Joint Learning Model
Based on Topic Recognition and Named
Entity Recognition

3.1. Principle of the TBR-NER Model. The corpus required
for the TBR-NER joint learning model comes from two
aspects: (1) the new epidemic notification corpus was
extracted according to the epidemic-related information
announcement issued by the National Health Commission
and (2) the Chinese notification corpus was obtained from
the Chinese Wikipedia corpus. After removing the text
information, the two parts of the canon are data cleaned
and the epidemic notification corpus is annotated. Then,
the outbreak notification corpus is data augmented using
entity mention replacement and external knowledge base
replacement. Secondly, pretrain the Chinese information
notification text corpus in Wikipedia using the MLM
language model to construct the corresponding dictionary
mapping. At the same time, after data enhancement of the
epidemic corpus, the related word vector needs to be
obtained according to the index. Thirdly, a standard learning
method based on topic recognition and named entity recog-
nition (TBR-NER) is used to train and predict the marked
information. The effect of entity recognition and classifica-
tion is improved with the help of the topic of text informa-
tion. Finally, after the postcorrection of the results, the
optimal results are obtained. The TBR-NER model frame-
work is shown in Figure 3.

3.2. BERT Model Based on Masking Language (MLM). The
BERT model based on MLM is a new language representa-
tion model released by the Google AI team in 2018, which
is the bidirectional encoder representation of Transformer
[21]. Unlike other language representation models, BERT
is aimed at pretraining a deep bidirectional representation
by jointly adjusting the context in all layers. Thus, the
pretrained BERT representation can be fine-tuned by an
additional output layer. It does not need to modify the archi-
tecture of specific tasks and can be applied to various fields
of task model construction.

There are two commonly used BERT models:

(1) BERTBASE: L = 12, H = 768, A = 12, and total
parameter = 110M

(2) BERTLARGE: L = 24, H = 1024, A = 16, and total
parameter = 340M

BERT has excelled in several NLP tasks, including cate-
gorization, question answering, and translation [22–24]. A
12-layer BERT model is used in this work. The model’s

4 Journal of Sensors



primary distinction from prior models is that it recommends
predicting the LOSS value of the following phrase by trans-
forming a limited number of words into masks or randomly
changing another word with a specific probability. The pri-

mary purpose of the BERT model is to acquire word vectors
via massive text learning, assess the relationship between
distinct token units, and then map the association to vari-
ables. The BERT model employs two-stage model training

#Asymptomatic infected person 2: Male, born in 1978, a native of Tonghua City, whose address is Dongyuan Community, Dongchang District, Tonghua City. He is the son of 

asymptomatic infected person 6 reported on January 15. January 

#Asymptomatic infected person3: Male, born in 1955 in Tonghua City, where he lives in Zone C, Houdezaiwu, Dongchang District, Tonghua City. He is the husband of 

asymptomatic infected person 21 notified on January 17. 

Figure 2: Have highly normalized data.

Data cleaning

Corpus
annotation

Data
augmentation

Text philology

Post correction

Build dictionary
mapping

Subject identification

Data cleaning

Get word vector representation

Named entity
ecognition

Training and
evaluation of TBD-

NER model

MLM language
model training

Epidemic notification corpus Pre-trained text corpus

Figure 3: Flow chart of model construction.
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to address the widespread occurrence of polysemy in the
notification information. It starts with two-way language
model training and then moves to the fine-tuning mode to
address downstream objectives. As a result, the word vector
taught by BERT has a high impact and flexibility.

3.3. Two-Stage Hierarchical Learning Model Based on Topic
Prediction. For epidemic text information, first divide each
epidemic notification text into five topics: case basic infor-
mation introduction, case trajectory information during ill-
ness, home information during case illness, case diagnosis
information, and other types. Then, the entity information
is divided into 16 categories: patient ID, the patient’s native
place, the patient’s residence, the patient’s working class, the
patient’s diagnosis time, the patient’s opening trajectory
movement time, the patient’s moving trajectory starting
place, the patient’s moving trajectory termination place, the
patient’s trajectory action event, the patient riding the trans-
portation tool, the transportation tool information, the
patient’s home time, the patient’s diagnosis time, the patient
being transported by the hospital time, the patient being fas-
cinated by the hospital name, and the irrelevant information.
The 15-type entity information corresponds to BI’s start and
intermediate labels in sequence annotation and irrelevant
entity information. As a result, 15 types of entity information
matching 30 category labels, plus unrelated classes, must be
forecasted for each letter as a category in 31 categories.

The two-stage hierarchical learning concept is as follows
to improve the model’s prediction of label information: first,
the text statement is used to categorize the topics. Following
completion of the categorization, the entity classification is
based on the labels that may exist in the current statement
topic. Figure 4 depicts a two-stage hierarchical learning
model based on topic prediction. Two-stage hierarchical
learning is utilized to scatter the titles of the original 31
categories into multiple topic categories. The label types for
each topic are few, and the model is difficult to misinterpret.

Two-stage hierarchical learning based on topic predic-
tion is mainly divided into two steps:

(1) Subject classification is carried out on a notification
information text, and the text information is divided
into one of five types of subjects

(2) For example, the text of the epidemic information
notification is as follows in “case 1: female, 18 years
old, from Shijiazhuang, Hebei, salesperson of Ping
An supermarket, and living in Ping An community.
On January 18, she ate at HSBC Hotel. She did not
get out from home on January 19. On January 20,
the nucleic acid test was positive. On January 21, after
consultation with the expert group, it was diagnosed as
new coronary pneumonia.” In the abovementioned
epidemic notification information, identifying “Ping
An community” as a “patient residence” requires two
steps: first, it is necessary to determine its topic. The
sentence is as follows in “case 1: female, 18 years old,
from Shijiazhuang, Hebei, a salesperson in a Ping An
supermarket, and living in a Ping An community.” It

belongs to the topic category “introduction to basic
information of cases;” then, under the topic of “intro-
duction to basic information of cases,” use model 1 to
identify and classify entities. The possible entity
categories under this topic include patient id, patient
origin, patient residence, patient workplace, and
irrelevant information

3.4. Two-Stage Joint Learning Based on Topic Prediction. The
suggested two-stage hierarchical learning based on topic pre-
diction used the subject information of the epidemic notice
text in the last part. However, there are still the following
difficulties in the actual application scenario:

(1) For error accumulation problem due to entity label
prediction after two stages, if the topic prediction
model is weak in the first step, the total results are
not very good no matter how accurate the succeed-
ing entity recognition model is. The subject predic-
tion error accumulates in the first step, and the
influence of the subject prediction becomes the
bottleneck of the succeeding prediction

(2) For the problem of model redundancy, in two-stage
hierarchical learning, a large number of models need
to be used for different tasks, which is more cumber-
some in practical applications

(3) Splitting the two tasks of subject information and
entity recognition of sentences in the task splitting
problem prevents the two pieces of information from
supplementing each other. The improvement in the
entity recognition effect in the second stage will have
no feedback effect on the sentence classification
effect. Improved topic classification accuracy will
simply enhance the bottleneck of the total classifica-
tion impact, and there is no benign mutual reference
between topic recognition and entity recognition

Based on the abovementioned issues, this work suggests a
novel two-stage joint learning technique based on topic pre-
diction: topic-based discrimination. TBR-NER is based on
the combined learning model of topic recognition and named
entity recognition. TBR-NER is a step forward based on the
hierarchical learning paradigm. The original topic recognition
and entity recognition are fused based on the exact usage of
the subject information of the notification text, allowing the
model to fulfill the two tasks of topic recognition and entity
recognition simultaneously, as illustrated in Figure 5.

The TBR-NER model proposed in this paper is divided
into the following steps:

(1) First, perform character-level segmentation on each
sentence. This article does not use the conventional
method of first-word segmentation, and then, input
it into the model because word segmentation will
have a priori bias. Different word segmentation algo-
rithms will aggregate other numbers of characters
into words, and these presegmented words are not
necessarily suitable for the current task. BERT’s
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Figure 4: A two-stage hierarchical learning model based on topic prediction.
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Figure 5: TBR-NRE model.
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self-attention mechanism model will aggregate char-
acters according to the current job at the low level.
Therefore, this paper chooses Chinese characters or
numbers as the split unit

(2) For topic self-labeling based on entity labeling
results, add a “<TOPIC>” tag to the beginning of
each sentence. This tag is used for the topic classifi-
cation of the current correction, which contains the

topic information of the current sentence, as shown
in Figure 6. The topic information in this article does
not require additional artificial annotation. The topic
is determined by the content of the entity tag marked
in the previous stage, which is a “self-labeling” pro-
cess. For example, when a “case id” or “case origin”
entity appears in a sentence, the sentence will be
automatically marked as a “case basic information
introduction category.” The topic self-labeling

<TOPIC> 1 18

(disease)
(sample)
(female)
(old)

(person)

(Hebei province)
(Shijiazhuang city)

(Case1: female 18 years old, from shijiazhuang, hebei.)

Figure 6: The mutual learning process of topic recognition and entity recognition.

Case 1: female, 18, from shijiazhuang, hebei

TBD-NER model

…… ……

Joint learning

Result integration

<TOPIC>

:<TOPIC> <TOPIC>1 1

B OI

NER

Topic 
prediction

Character set 
segmentation

Add subject judgment
label

(disease)
(sample)
(female)
(old)

(person)

(Hebei Province)
(Shijiazhuang city)

(Case1: female 18 years old, from shijiazhuang, hebei.)

Figure 7: TBR-NER model learning case.
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process based on entity labeling results saves the
manual labeling process and does not introduce
additional knowledge

(3) Predict the topic category of the sentence where the
“<TOPIC>” tag is located, and perform entity recog-
nition on the sentence content. Since “<TOPIC>”
itself is located in the sentence, the model can also
observe the topic representation of “<TOPIC>”
while doing entity recognition and “<TOPIC>” itself
can also be used for topic classification. See the entity
representation of the different characters themselves.
Topic recognition and entity recognition learn from
each other to achieve better prediction results. The
learning process of the TBR-NER model is shown
in Figure 7

3.5. TBR-NER Model Loss Function. The model loss function
of TBR-NER proposed in this paper mainly consists of the
following two parts:

Loss = ∂lossidea + βlossner: ð3Þ

∂ and β correspond to their proportion weights, and by
adjusting them, the model can pay more attention to a
certain task. Lossidea represents the prediction loss of a
sentence, which is called cross-entropy, and the formula
is as follows:

Lossidea = −〠
x

p xð Þ log q xð Þ: ð4Þ

Among them, pðxÞ is the actual probability distribution
and qðxÞ represents the predicted probability distribution.

Lossner is the loss function of the conditional random
field (CRF) optimization algorithm introduced in the
summary of Section 3.1, and the formula is as follows:
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Figure 8: Four kinds of NER model entity recognition independent test set accuracy.
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Figure 9: Loss values of four NER models.
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Lossner = p y1, y2,⋯, yn xjð Þ = 1
z xð Þ e

h y1:xð Þ+〠
n

i=2
g yi : yi−1ð Þ+h yi : xð Þ

:

ð5Þ

Among them, hðyi : XÞ represents the emission fraction,
gðyi ; yi−1Þ represents the transfer score, zðxÞ represents the
normalization factor, and Pðy1,y2,⋯, ynjXÞ mark the proba-
bility of y1,y2,⋯, yn.

4. Experimental Results and Analysis

4.1. Analysis of Experimental Results. The text information of
epidemic notifications issued by the Health Commission in
Jilin province and Hebei province from January 10 to Febru-

ary 14, 2021, was chosen as the data source to test the valid-
ity of the suggested approach in the task of epidemic
notification information. The dataset was chosen randomly,
with 70% as a training set and 30% as an independent test
set. The accuracy and ultimate loss of the separate test set
are utilized as evaluation model indicators, with accuracy
defined as follows:

ACCword =
∑tokeni

sum wordð Þ : ð6Þ

In formula (6), sumðwordÞ represents the sum of all
characters and tokeni represents the sum of correctly
predicted characters, which is the accuracy of the expected
characters. In this study, four NER models were selected as
the comparative reference experiments: BERT+BiLSTM

Table 1: Analysis and comparison of four classical NER models.

BERT+BiLSTM+CRF BERT+CRF BiLSTM+CRF LSTM+CRF

Accuracy rate 0.4904 0.4904 0.7132 0.7098

Loss value 73349.1 9 73936.48 28270.13 29563.14

6.6621
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Figure 10: TBR-NER-independent test set accuracy without transfer learning.
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+CRF [25], BERT+CRF [26], BiLSTM+CRF [27], and
LSTM+CRF [28]. The experimental results of each model’s
first 20 rounds of learning were compared.

4.2. Model without Transfer Learning. The accuracy and loss
values of four NER models in entity recognition are com-
pared without transfer learning. The accuracy rates of the
four NER models are relatively low, as seen in Figures 8
and 9. In 20 rounds of education, the BERT+BiLSTM
+CRF model and the BERT+CRF model were both less
than 0.49. They cannot converge for an extended period
throughout the training process, resulting in gradient disper-
sion. The model cannot break past the bottleneck, resulting
in a significant loss of values and an optimal local dilemma.
Although the BiLSTM+CRF and LSTM+CRF models out-
perform the previous two models and the model loss values
converge fast, the model accuracy remains poor. Table 1
compares the accuracy and loss values of the NER model
for entity recognition in 4.

To assess the effect of entity recognition fairly, the TBR-
NER model also performs 20 rounds of learning without
incorporating transfer learning and makes entity recognition
prediction and topic recognition prediction using epidemic
trajectory information. The experimental findings are
depicted in Figures 10–12. The TBR-NER model’s fitting
performance has been dramatically enhanced compared to
that of the previous four NER models. Under the same set-
tings, the accuracy of the TBR-NER model after the seventh
cycle of learning. Table 2 displays the accuracy and loss
values of topic recognition tasks and entity recognition tasks
using TBR-NER without transfer learning.

The experimental findings show that the TBR-NER
model can overcome the loss bottleneck after many learning
rounds and predict with high accuracy. This is because the
model entity recognition task relies heavily on the topic cat-
egorization job. The TBR-NER model’s main algorithm is a
two-stage joint learning technique based on topic recogni-
tion. The topic classification task of the statement is straight-
forward in the iterative stage of the initial model, and the
topic representation vector has more excellent separability
in high latitudes (see Figure 13). The entity recognition task
is driven by the significant growth in the subject categoriza-
tion job. Topic recognition and entity recognition continue

to learn in the following learning phase, achieving synchro-
nous convergence. The model’s accuracy under entity recog-
nition and classification reached the superior value of 91.60
percent when the TBR-NER model was taught in the 18th
round. Although the TBR-NER model considerably
improves prediction outcomes when compared to its four
types of NER models, the model’s accuracy does not achieve
the optimum state in the first seven learning periods. After
the model passes through the loss domain, its lost value
rapidly converges and the model’s accuracy eventually tends
to be stable.

4.3. Model under Transfer Learning. This work employs the
transfer learning auxiliary model to train and improve the
model’s generalization performance to address the underfit-
ting problem caused by the small amount of epidemic infor-
mation data. To maintain the fairness of the control
experiment in the prior summary experiment, the above-
mentioned TBR-NER model does not apply the transfer
learning optimization model. In this overview, transfer
learning will optimize the TBR-NER model and compare
the outcomes.

Figures 14–16 exhibit the accuracy of topic recognition,
entity recognition, and loss value of the TBR-NER model
under transfer learning. When the TBR-NER model learns
in the sixth round, the classification accuracy of entity
identification may reach 95.85 percent, which is higher than
the TBR-NER model’s accuracy without transfer learning.
Furthermore, the loss value of the TBR-NER model under
transfer learning is as low as 5866, which is considerably less
than the loss value of the four NER models discussed in
Section 3.2. The smaller the loss value, the less the gap
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Figure 12: Loss values of independent test sets for the TBR-NER entity.

Table 2: Analysis and comparison of the TBR-NER model without
transfer learning.

TBR-NER model for topic
recognition

TBR-NER model entity
recognition

Accuracy
rate

0.9709 0.9160

Loss
value

6.0467 11850.74
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between the model’s forecast and reality and the more
convergent the model. Furthermore, a comparison of
Figures 10 and 14 reveals that the accuracy of entity identi-
fication and topic recognition in the TBR-NER model
impacts each other, an intuitive representation of the TBR-
NER model’s joint learning.

The analysis of topic recognition and entity recognition
of the TBR-NER model under transfer learning is shown
in Table 3. The comparison results of topic recognition
and entity recognition between TBR-NER under transfer
learning and TBR-NER without transfer learning are shown
in Table 4. The comparison results of entity recognition
between the TBR-NER model under transfer learning and
the other four NER models are shown in Table 5.

4.4. Generalization of the TBR-NER Model. To verify the
generalization of the TBR-NER model, this article uses 89
data from February 18 to March 1, 2021, in Hebei province’s

epidemic notification information as an independent test set.
The word-to-word entity recognition accuracy is used as the
evaluation index. Table 6 displays the accuracy rate. Table 6
shows that the prediction accuracy of outcomes with words
as labels may reach over 90%, demonstrating that the
proposed TBR-NER model has strong generalization.

5. Conclusions

This paper proposes a novel text information extraction
method for COVID-19 outbreak notification based on joint
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Figure 16: Loss value of TBR-NER entity recognition under transfer learning.

Table 3: Analysis and comparison of the TBR-NER model under transfer learning.

TBR-NER model for topic recognition TBR-NER model entity recognition

Accuracy rate 0.9791 0.9585

Loss value 3.8656 5866.963

Table 4: Comparison of TBR-NER under transfer learning and TBR-NER without transfer learning.

Topic recognition of the
TBR-NER model under

transfer learning

Entity recognition of the
TBR-NER model under

transfer learning

Topic recognition of the TBR-
NER model without transfer

learning

Entity recognition of the TBR-
NER model without transfer

learning

Accuracy
rate

0.9791 0.9585 0.9709 0.9160

Loss
value

3.8656 5866.963 6.0467 11850.74

Table 5: Comparison of entity recognition between the TBR-NER model and other four NER models.

BERT+BiLSTM+CRF BERT+CRF BiLSTM+CRF LSTM+CRF TBR-NER

Accuracy rate 0.4904 0.4904 0.7132 0.7098 0.9585

Loss value 73349.1 9 73936.48 28270.13 29563.14 5866.963

Table 6: The prediction results were analyzed and compared.

Assessment method Exact number Total number Accuracy

Word (unit) 16002 17644 0.91

Entity word (unit) 919 1052 0.87
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learning of topic recognition and named entity recognition.
The model can simultaneously complete the task of subject
recognition and entity recognition, realize the subject self-
labeling process based on the labeling results, and effectively
improve the accuracy of the classification of epidemic notifi-
cation information. This method employs rule matching and
conditional random fields for word segmentation based on
the regularization characteristics of epidemic information
description. It uses data enhancement and transfers learning
techniques to solve the model’s generalization ability in the
absence of samples and improve the analytical power of text
information. The experiment is put up against four different
natural language processing systems. The findings reveal that
the suggested method’s accuracy on the test set has
dramatically improved and the loss function has been signifi-
cantly lowered. Furthermore, the topic recognition task and
the entity recognition task have many mutual promotions in
the TBR-NER model’s learning process, demonstrating that
learning topic recognition and entity recognition together in
text information extraction complement each other. The final
model generated in this article is validated using datasets from
Jilin and Hebei provinces. The concept will be expanded in the
future to include datasets frommore regions, giving important
information for epidemic prediction and prevention.

In a future work, we plan to explore more countries’ new
crown epidemic notification information and text label infor-
mation in other languages. Other countries and regions can
use this model to predict their text trajectory information.
Younes et al. [29] used NLP-related technologies to tran-
scribe Arabic and Latin languages. After exploration and
research, we can try to transplant the text information model
to Arabic and African languages in the future to contribute to
global epidemic prevention. Updating and improving the
model to improve predictions’ accuracy will significantly
help in epidemic prevention and control. In addition, the
model can be inherited in the GUI through pyqt5 and
combined with the real-time map software to provide user
convenience and epidemic prevention. Users can use the
model to extract actual location words and path trajectories
into the JSON data format and dynamically display the epi-
demic trajectory route map through web pages in real time.
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