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In this paper, we use cognitive computing to build a WSN security threat analysis model using a data-driven approach and
conduct an in-depth and systematic study. In this paper, we develop a simulation platform (OMNeT++-based WSN Security
Protocol Simulation Platform (WSPSim)) based on OMNeT++ to make up for the shortcomings of current WSN simulation
platforms, improve the simulation capability of WSN security protocols, and provide a new technical means for designing and
verifying security protocols. The WSPSim simulation platform is used to simulate and analyze typical WSN protocols and
verify the effectiveness of the platform. In this paper, we mainly analyze the node malicious behavior by listening and judging
the communication behavior of the nodes, and the current trust assessment is given by the security management nodes. When
the security management node is rotated, its stored trust value is used as historical trust assessment and current trust
assessment together to participate in the integrated trust value calculation, which improves the reliability of node trust
assessment; to increase the security and reliability of the management node, a trust value factor and residual energy factor are
introduced in the security management node election in the paper. According to the time of management node election, the
weights of both are changed to optimize the election. Using the WSPSim simulation platform, a typical WSN protocol is
simulated and analyzed to verify the effectiveness of the platform. In this paper, the simulation results of the LEACH protocol
with an MD5 hash algorithm and trust evaluation mechanism and typical LEACH protocol as simulation samples are
compared; i.e., the correctness of the simulation platform is verified, and it is shown that improving the security of the
protocol and enhancing the security and energy efficiency of wireless sensor networks provide an effective solution.

1. Introduction

A wireless sensor network (WSN) is a key technology for
IoT and has been widely used in many fields. WSN is char-
acterized by many sensor nodes and a large network size,
which is usually deployed in an exposed external environ-
ment and therefore vulnerable to various forms of attacks
[1]. Authentication is the basis for securing the network,
and traditional authentication mostly uses centralized
authentication, but such an authentication mechanism has
many drawbacks: the security of the network depends
entirely on the authentication center, and once the authenti-
cation center is maliciously attacked, the whole authentica-
tion system will fall into collapse; when the scale of the
network is expanded, the performance of the network will
be affected due to the limited computing power and storage

capacity of the authentication center. With the development
of WSN, the topology of the network is ever-changing, and
centralized authentication is not flexible enough. Therefore,
the security of centralized authentication is not high and
scalability is poor. This security problem can be effectively
solved by establishing a distributed trust model in WSN [2].

With the rapid development of information technology,
the Internet of Things has come into being. IoT is an appli-
cation expansion based on the Internet, which extends its
application end from the object to object, enabling informa-
tion exchange and communication between people and
things. The wireless sensor network is the key technology
of IoT, which is oriented to the perception layer in the
three-layer structure of IoT [3, 4]. The wireless sensor net-
work is a new multihop self-organizing network composed
of numerous sensor nodes with the characteristics of overall
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sensing, reliable transmission, and intelligent processing.
The data acquisition unit is responsible for collecting informa-
tion in the monitoring area and converting it; the data trans-
mission unit mainly sends and receives that collected data
information in the form of wireless communication [5]. To
establish a wireless sensor network environment, many sen-
sors, a data transmission center, and a base station are
required. Sensors are devices with detection, computing, and
communication capabilities. Wireless sensor networks inte-
grate the acquisition, processing, and execution of information
with sensing, processing, communication, and storage func-
tions and can measure indicators [6]. Wireless sensor net-
works have a wide range of applications in many fields such
as military battlefield and smart home with their self-
organization and fast deployment. Due to the limited comput-
ing resources and long-term operation of the IoT sensor
device nodes converged and accessed by the edge computing
terminal, the traditional “patch” security reinforcement mech-
anism cannot be applied to the IoT sensor device node and the
IoT sensor device in an uncontrolled environment. The risk of
malicious use of nodes is extremely high, making edge com-
puting terminals extremely easy to become attack targets or
springboards for IoT sensor device nodes.

In the era of big data, improving the cognitive ability of
large-scale data is an urgent need for technological develop-
ment. Cognitive computing is a set of theoretical studies that
includes the whole process from the sample input, processing,
and output. Cognitive computing is based on mathematical
methods, computer technology, and biological neurology, and
it can analyze data by simulating the mechanism of the human
brain [7]. The application of cognitive computing for data value
mining will help people to discover potential laws and improve
the way they work. In the era of big data, it is of great practical
importance to study the cognitive ability of knowledge acquisi-
tion and experiential learning for massive data [8].

2. Related Works

The research on wireless sensor networks first started in the
1970s and 1980s, and with the rapid development of the Inter-
net, wireless sensor networks have also been developed. Cen-
tralized authentication is generally used in traditional
networks for authentication, thus ensuring network security.
The communication parties identify each other with the help
of an authoritative authentication center to establish a trust
relationship. The structure of centralized authentication is rel-
atively simple, so there are many problems: the security of the
entire network depends on this authentication center, and the
authentication center is easily identified by malicious nodes
and attacked; there is a great security risk; in the case of large
network size and limited performance of the authentication
center, the network may collapse at any time [9]. There are
many sensor nodes in theWSN, the node topology is very var-
iable, and the centralized authentication is not flexible enough
to meet this variable topology. WSN has become one of the
key technologies for information access in the information
age, attracting close attention from academia and industry,
and has become a research hotspot in the fields of automation,
computing, and communication. WSN is listed as one of the

top ten technologies that will change the world in the 21st cen-
tury and is also listed as one of the four new technologies in the
future. At present, with the widespread promotion of the
Internet of Things and “Internet Plus,” the application
research of WSN has entered a new climax [10].

The trust management approach, first proposed in 1996,
is based on a simple language that specifies trust operations
and trust relationships and solves the problem of trusting
one node over another by developing a security policy and
delegating it to third-party nodes; it also follows the princi-
ples of uniformity, flexibility, locality control, and separation
of mechanisms and policies to develop a general framework
that can be applied to any service that requires encryption
[11]. The approach considers the dynamic variability of
nodes in the network and meets the open needs of the net-
work. Based on this, scholars have proposed trust models
such as EigenTrust, Peer Trust, and Power Trust, all of
which have improved the calculation related to trust values
to some extent. Although these trust models are more accu-
rate in the calculation of trust values, the structure of many
of them does not apply to wireless sensor networks [12].

With the continuous changes of attack methods, the con-
cealment of malicious attacks has become stronger and stron-
ger. On the one hand, terminal identity execution
authentication and identification technology has been easily
forged or bypassed; on the other side, legitimate terminals that
have passed identity authentication are used as a springboard;
it is difficult to detect and identify infiltration attacks. As the
network security situation becomes increasingly complex,
the technical means to launch attacks on the network are
becoming more sophisticated, although at this stage, there
are different intrusion prevention technology models to deal
with. However, for unknown attacks, the existing intrusion
prevention solutions cannot completely solve these unknown
network attacks, and there is no “one size fits all” intrusion
prevention model to solve all kinds of unknown network
attacks [13]. In this context, active defense technology is grad-
ually gaining great attention. It does not depend on the char-
acteristics of the attack code and attack behavior but rather
on the technical means of providing the operating environ-
ment, changing the static and deterministic nature of the sys-
tem, to minimize the successful utilization of vulnerabilities,
disrupt the implementation ability of network vulnerability
exploitation, and block or interfere with the accessibility of
the attack, thus significantly increasing the difficulty and cost
of the attack [14]. Although the idea of active defense has been
around for a long time, as an attack defense concept, there is
still no standardized definition to date. A summary based on
relevant literature is broadly divided into security defense
models and active defense techniques [15].

3. Data-Driven WSN Security Threat Analysis
Model Construction Based on
Cognitive Computing

3.1. Cognitive Computing Model Design. Due to the limited
computing resources and long-term operation of the IoT
sensing device nodes aggregated and accessed by the edge
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computing terminals, the traditional “patch” security hard-
ening mechanism cannot be applied to the IoT sensing
device nodes, and the risk of malicious exploitation of the
IoT sensing device nodes in uncontrolled environments is
extremely high, which makes the edge computing terminals
extremely easy to become the target or springboard of the
IoT sensing device nodes. Therefore, how to effectively con-
duct the active defense of edge computing endpoints and
detect and defend remote penetration attacks from IoT sens-
ing device nodes in advance is often the first step in edge
computing network security protection [16]. To address this,
several terminal defense techniques have been proposed in
related research, and the main implementation idea of these
techniques is to use digital certificate authentication technol-
ogy and trusted access technology to evaluate and authenti-
cate the identity legitimacy, software and hardware integrity,
and security of terminal entities, and only terminals that sat-
isfy the access control policy specified by the system are
allowed to access the network. However, with the continu-
ous changes in the means of attack, malicious attacks are
becoming increasingly covert; on the one hand, the terminal
identity execution authentication and identification technol-
ogy has been easily forged or bypassed; on the other hand,
the legitimate terminal after welcoming the identity authen-
tication is used as a springboard, so that the implementation
of penetration attacks is difficult to be detected and
identified.

Based on the idea of mimetic defense, a mimetic defense
model for edge computing terminals is established based on
the dynamic heterogeneous redundancy characteristics of
the network attack chain and the mimetic defense system,
and the possibility of successful attacks on each key compo-
nent in the mimetic defense model can be solved based on
this model, so that different parameters can be used to ana-
lyze the security defense effectiveness of the mimetic defense
model for edge computing terminals, facilitating a better
insight into how to use mimetic defense techniques designed
to improve the security of edge computing endpoints.
Figure 1 illustrates the relevant components studied in this
chapter. As the network security situation becomes more
complex, the technical means to launch attacks on the net-
work are increasingly emerging, although at this stage, there
are different intrusion prevention technology models to deal
with. However, for unknown attacks, the existing intrusion
prevention solutions cannot completely solve these
unknown network attacks. At present, there is no “one size
fits all” intrusion prevention model to solve all kinds of
unknown network attacks. In this context, active defense
technology has gradually gained people’s attention.

The active defense model constructed based on the idea
of mimetic defense is an IPO model; when the submitted
request input enters the system, it is copied into n copies
by the input agent unit and forwarded to the set of executors,
which contains n similar redundant executors (k1, k2, k3, …,
km). By taking advantage of the dependency of cyberattacks
on the environment, one attack against a specific vulnerabil-
ity cannot be effectively played in heterogeneous executors
(k1, k2, k3, …, km) at the same time, thus achieving the
defense effect against vulnerability attacks. The multiredun-

dancy voter mainly compares the execution results of redun-
dant executors in terms of discrepancy, to vote whether the
mimetic defense system suffers from network intrusion and
achieves the purpose of intrusion detection [17]. At present,
the mimetic defense technology has formed a variety of sys-
tems with mimetic defense structure routers.

A cluster analysis algorithm is a statistical analysis
method that can be used to deal with sample classification
problems. It is based on similarity and does not require sam-
ple labeling. The cluster analysis algorithm tries to discover
the implied relationships between different data in the sam-
ple space and classify the data into different groups by calcu-
lating the similarity between the data, which are more
similar within the groups and less similar between the
groups. The clustering algorithm is a very important and
commonly used data mining algorithm in machine learning,
which does not require prior knowledge of the characteris-
tics of the sample categories which can be very good at dis-
covering “unknown” relationships from “known” data. The
clustering algorithm puts similar samples together in one
category by calculating the similarity. The clustering analysis
algorithm has the characteristics of clear computational logic
and good sample classification.

The calculation of vector distances in competitive neural
network algorithms usually uses the Euclidean distance
method or the cosine method. The Euclidean distance
method calculates the distances between vectors with the fol-
lowing formula:

X + Xik k =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi − Xð Þ

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X − Xið Þ

p T
: ð1Þ

The algorithm to implement the “winner takes all” com-
petition mechanism in competitive neural networks is as
follows.

(1) Vector normalization

Vectors with different angles and lengths or too much
difference will increase the computational complexity of
the algorithm. Therefore, the vector is normalized to a unit
vector with direction and length of 1.

(2) Finding the winning neuron

After the competing layer neurons acquire the sample
objects in the input layer, the weights of all competing layer
neurons are calculated for similarity with the input objects,
and the competing layer neuron with the greatest similarity
receives the highest weight to become the winning neuron.

(3) Adjustment of weights

Weights are adjusted for the winning neuron and wait
for the next input. Competitive neural networks can arrive
at the final winning neuron through the competition rule,
but if the initial value of a neuron deviates from all samples
to a large extent, then these neurons will still not be able to
obtain a higher weight in the process of weight adjustment
for as long as they are trained, and as a result, these neurons
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will never win and will naturally not be activated. Such inac-
tivated neurons are called “dead neurons.” The problem of
dead neurons is solved by adding a threshold learning rule
to the weight adjustment rule of the competing layer neu-
rons of the competitive neural network [18]. The threshold
learning rule sets a higher threshold for neurons with a
low probability of winning to improve the competitive abil-
ity of the neuron and a smaller threshold for neurons that
win frequently to make each neuron likely to win. Finally,
the average degree of neuron weight adjustment is calculated
to output the final winning neuron.

P1 =
3
β2

P′ + β1p2
� �

: ð2Þ

After taking the direct trust value, the weight of the
direct trust value is then calculated. The weight of the direct
trust value is used to indicate the reliability of the direct trust
value, and its value is related to the dispersion of the histor-
ical interaction trust value and the adequacy of the historical
interaction. The relationship between the number of interac-
tions and the sufficiency is shown in Figure 2. When the
number of interactions N is 30, the interaction sufficiency
reaches 95%, and when the number of interactions reaches
50, the sufficiency is almost close to 100%. Clustering analy-
sis algorithms are very important and commonly used data
mining algorithms in machine learning. They do not need
to know the characteristics of sample categories in advance
and can find “unknown” relationships from “known” data.
The clustering algorithm puts similar samples together into
one category through the calculation of similarity. The clus-
ter analysis algorithm has the characteristics of clear calcula-
tion logic and good sample classification effect.

The weight formula can be expressed as shown in equa-
tion (3). This setting enables the weight of the direct trust
value to be inversely proportional to std and positively pro-
portional to freq, where ϖDT

ji denotes the direct trust weight
of the node numbered j to the node numbered i. Multiplying
by 1/2 is to normalize the weights between 0 and 1. Up to
this point, the direct trust value and direct trust weight are

calculated and the whole direct trust module has been
designed.

ϖTD
ij = 2 freq + std − 1ð Þ: ð3Þ

3.2. WSN Security Threat Analysis Model Construction. The
Internet of Things (IoT) is a fusion of automation systems
and IoT systems, which features comprehensive sensing,
interconnected transmission, intelligent processing, intelli-
gent handling, and self-organization and maintenance, and
its applications span many fields such as intelligent trans-
portation, smart factories, smart grids, and intelligent envi-
ronmental detection [19]. The IoT can be viewed as a
subset of the IoT and can be structurally divided into three
layers: data collection layer, data transmission layer, and
data processing layer. The security of the entire network
relies on this certification center, and the certification center
is easily identified by malicious nodes and is attacked, which
poses great security risks; when the network is large and the
performance of the certification center is limited, the
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Figure 1: Framework of remote access anti-infiltration technology for computing endpoints.
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network may collapse at any time. A typical system architec-
ture for a wireless network is shown in Figure 3.

The blockchain infrastructure has six main layers, each
layer completes a part of the core tasks, and the layers col-
laborate to achieve a decentralized trust model; from bot-
tom to top, there are mainly data layers, network layers,
consensus layers, incentive layers, contract layer, and ser-
vice layer. The data layer represents the physical form of
the blockchain technology and is the basic technical struc-
ture for designing the blockchain ledger, describing which
parts the blockchain consists of. Each block contains many
technologies, such as timestamp technology and hash
cryptography function, which is used to ensure that the
blocks are connected in sequential order and that the data
saved in the blockchain is not tampered with; the main
function of the network layer is to enable communication
between the nodes in the blockchain network and to
achieve a distributed record of information [19]. The pur-
pose of the blockchain network is to create a P2P (peer-to-
peer network) to solve the problem of single-point conges-
tion and failure in traditional networks, where each node
is both a sender and a receiver of messages; the knowledge
layer is responsible for efficiently reaching a consensus on
a certain aspect in a decentralized system through infor-
mation exchange between highly decentralized and dis-
trustful nodes, which is the core idea of blockchain.
Commonly used consensus algorithms are the proof-of-
workload algorithm, proof-of-share authorization algo-
rithm, practical Byzantine fault tolerance algorithm, etc.

Cognitive computing is based on mathematical methods,
based on computer technology, and guided by the results
of bioneurology to realize the analysis of data by simulat-
ing the mechanism of the human brain. The application of
cognitive computing to mine the value of data will help
people discover potential patterns and improve working
methods.

y2 + bx − ay2 ≤ x2 + cy3 − dx + e: ð4Þ

Hashing is a method of applying a hash function to
data that maps an input of any size (file, text, or image)
into a fixed-length binary value. The hashed hash value
is very different if the original information is slightly mod-
ified, so hash functions are commonly used in blockchains
to verify the integrity and accuracy of data.

Hash functions have several important security proper-
ties as follows:

(1) They are reverse resistant. This means that they are
one-way irreversible, and computing the correct
input value given some output value does not work
here with hash functions. For example, given digest,
finding hash ðxÞ = digest is infeasible

(2) They have a second inverse. This means that it is
impossible to design a hash function to find a second
input that produces the same output by giving a par-
ticular input
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The latter block in the blockchain holds the hash value of
the previous block to form a chain structure, and once the
data in the previous block changes, the hash pointer in the
block header of the latter block will follow, so it is difficult
to tamper with the data in the blockchain. The Internet of
Things is the integration of automation systems and Internet
of Things systems. It has the characteristics of comprehen-
sive perception, interconnected transmission, intelligent
processing, intelligent processing, and self-organization and
maintenance. Its applications are widespread in intelligent
transportation, smart factories, smart grids, smart environ-
ment detection, etc. In the field, the Internet of Things can
be regarded as a subset of the Internet of Things.

As symmetric encryption is difficult to solve the key
management and digital signature problems, asymmetric
encryption was born. In the process of asymmetric encryp-
tion, X represents the plaintext, which indicates the input
of the algorithm; the public key used for encryption and
the private key used for decryption are different; Y is the
ciphertext, which indicates the data obtained after encryp-
tion. The steps of the public key cryptosystem are shown
below [20].

The encryption algorithm gets the encrypted ciphertext
based on the input plaintext and the public key, which is
delivered to the destination through the network, and the
receiver decrypts the received ciphertext with the private
key to get the same plaintext as the one sent by the sender.
This completes the entire process of asymmetric encryption.
The most widely used asymmetric encryption regimes are
the RSA algorithm, ElGamal algorithm, etc. The advantages
of the asymmetric encryption system are as follows: unlike
symmetric encryption, the sender and the receiver need to
share the same password and each has its key, eliminating
the link of transmitting the key and reducing the security
risks in the network; even if the public key is intercepted
by the attacker in the process of transmission, the ciphertext
cannot be decrypted even if the public key is obtained
because there is no private key matching the public key,
ensuring that the n users only need n pairs of keys, which
is easy to manage as the key distribution is simple, and only
need to distribute the encryption key to each other and keep
the decryption key by themselves. But the disadvantage is
that the encryption algorithm is complex and the encryption
and decryption speed is slow.

3a4 + 15b2 ≤ 0: ð5Þ

Wireless sensor networks have many sensor nodes and
large network sizes and are usually deployed in exposed
external environments, making them vulnerable to various
forms of attacks. Distributed authentication by establishing
a trust model can effectively reduce attacks. The node trust
mechanism is the basis of the trust model. Wireless sensor
networks are mainly used to transmit data information
through mutual aid forwarding between nodes, and estab-
lishing trust mechanisms between nodes can effectively resist
malicious attacks. In the network, nodes choose whether to
interact with the target node by judging its trustworthiness.

There are many and dense nodes in WSNs with large
network sizes; due to the low cost of sensors, the computa-
tional capacity, storage capacity, and power supply are lim-
ited; it is difficult to perform authentication and cannot
guarantee network security. Establishing an authentication
model can effectively solve this security problem. The
authentication model is divided into centralized authentica-
tion and distributed authentication, and the centralized
authentication mechanism has many drawbacks: the net-
work structure is simple and not strong against attacks, the
network scalability is poor, the performance of the authenti-
cation center is limited, and the network will collapse at any
time when the network scale is expanded; therefore, the
security of centralized authentication is not high. Therefore,
this section also focuses on the principle and current
research status of distributed authentication models and
compares the existing models with the RRCTM model pro-
posed in this paper.

4. Analysis of Results

4.1. Cognitive Computing Model Results. For some samples
that can be identified by the “naked eye” based on experience
and criteria, the number of classifications can be identified.
The K-DB algorithm is chosen to not only determine the
radius and density thresholds more accurately but also to
identify core, boundary, and outlier points in the sample.
The analysis based on the analysis of sample points of differ-
ent nature can make the study of the sample more compre-
hensive and targeted. The core points with the smallest
average distance in the density clustering results can be used
to characterize the nearest similar objects of all samples of
the cluster, which to some extent reflects the overall charac-
teristics of the cluster [21]. The boundary points in the clus-
tering results are used to characterize the farthest similar
objects of all samples in the cluster and are suitable for judg-
ing the extreme attributes and characteristics of the cluster;
outliers can be used to determine the reason for the occur-
rence of the sample and analyze the problems in the data
information; in practical applications, outliers can be dealt
with, or they can be selectively discarded. The boundary
points in the clustering results are used to characterize the
farthest similar objects of all samples of the cluster, which
are applicable to determine the extreme properties and char-
acteristics of the cluster; outlier points can be used to deter-
mine the reasons for the appearance of the sample and
analyze the problems in the data information, and the outlier
points can be processed or selectively discarded in practical
applications.

Cluster quality assessment methods use the Cluster
Validity Index (CVI) to assess the effectiveness of clustering.
Cluster quality assessment is commonly performed by inter-
nal, external, and expert evaluation. The internal evaluation
assesses the effectiveness of clustering by obtaining assess-
ment quality scores according to calculation rules. When a
node is subject to intermittent attacks or random errors,
the reputation value of the node will decrease. This type of
node is an abnormal node, but due to the low frequency of
attacks or errors, it does not affect the normal
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communication of the node. The reputation value of the
node is also maintained above 0.8. External assessment is a
controlled assessment using public standards, and expert
assessment is a manual assessment method that indirectly
assesses the effect of clustering through expert knowledge.
This experiment uses internal evaluation to verify the effec-
tiveness of the K-DB algorithm. The circle blob dataset con-
tains 6000 data items, which can be roughly divided into 3
clusters according to the sample distribution, and the
DBSCAN algorithm adjusts the density threshold Mats to
40 after the 4th iteration to obtain better clustering results.
The clustering results of the density clustering algorithm
with a density radius of 0.13 and a density threshold of 60
are calculated according to the K-DB algorithm in Figure 4.

To further verify the superiority of the K-DB algorithm,
this paper selects real datasets from the UCI database for
experimental validation of algorithm accuracy and effi-
ciency. The experiments are compared with K-means,
DBSCAN, and K-DB algorithms on the real datasets Iris,
Wine, and Glass, and this experiment uses the Davidson-
Fortin Index (DBI) and accuracy (ACC) to compare and val-
idate the performance of the K-DB algorithm. The experi-
mental results are shown in Table 1.

From the table, the K-DB algorithm outperforms K-
means and DBSCAN algorithms in terms of clustering accu-
racy on all three real datasets, and the K-DB algorithm effec-
tively improves the accuracy of density radius and threshold
setting. The K-DB algorithm combines the advantages of the
two algorithms to achieve complementary advantages and
has higher accuracy and a smaller DBI than the single K-
means and DBSCAN algorithm. Experimental results show
that the K-DB algorithm has superiority in improving algo-
rithm efficiency and clustering accuracy and can identify
core points, boundary points, and outliers in sample clusters.
The K-DB algorithm combines the advantages of both algo-
rithms to achieve complementary strengths and has higher
accuracy and smaller DBI than single K-means and
DBSCAN algorithms. The experimental results show that
the K-DB algorithm is more accurate than the single K-
means and DBSCAN algorithms. The experimental results
show that the K-DB algorithm is superior in improving the
efficiency and clustering accuracy of the algorithm and can
identify core points, boundary points, and outliers in the
sample clusters.

aij = p qj−i = ISi
� �

, 〠
m

i=1
aij = 1: ð6Þ

To predict the security reliability of all the reachable
paths in the network topology mimetic association graph,
this paper classifies the network security reliability hidden
state level into 5 values. The reliability of each reachable
path will be transferred with probability among these 5
states. The observation sequence O = fo1, o2, L, o3g is
obtained after t moments of observation. For example,
for the network throatiness metric, the observation
sequence is the network anomaly measure obtained after
t moments. From the HMM definition, it is known that

a total of 2 posture prediction models for 2 observable
metrics need to be constructed and integrated into four
steps to determine the network security reliability transfer
probability at the next moment.

4.2. WSM Security Threat Analysis Model Simulation
Experiment. To facilitate the modeling, the following
assumptions are made in this paper related to the network
model properties of wireless sensor networks.

(a) All nodes deployed in the monitoring area are stati-
cally deployed, and the node locations can be moved
at will

(b) Each node has a unique network-wide identification
ID, and its residual energy and geographic coordi-
nates are sensed

(c) All nonbase station nodes have the same energy at
the initial moment, and the energy cannot be
replenished

(d) Each node has the same storage, computing, and
communication capabilities except for the base
station
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Figure 4: K-DB clustering data distribution for the circle blob
dataset.

Table 1: Accuracy of clustering results for real datasets.

K-D K-E K-F K-G
ab ce ab ce ab ce ab ce

UCI 0.92 3.53 0.821 3.62 0.786 3.89 0.694 2.94

DBSCAN 0.83 3.15 0.795 3.54 0.754 3.75 0.678 2.84

K-DB 0.76 2.71 0.734 3.41 0.722 3.61 0.662 2.74

ACC 0.71 3.21 0.756 3.45 0.696 3.47 0.646 2.64

GLASS 0.65 2.92 0.712 3.67 0.658 3.33 0.635 2.54
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(e) The sensor nodes can dynamically adjust the node
transmit power to accommodate different communi-
cation distance requirements

WSN is characterized by many sensor nodes and large
network scale. It is usually deployed in an exposed external
environment, so it is vulnerable to various forms of attacks.
Authentication is the basis for ensuring network security.
Traditional authentication mostly uses centralized authenti-
cation. Since the research proposal in this paper focuses on
the hierarchical security model, a simple energy consump-
tion model involving only communication is used here and
does not consider the energy consumption of the nodes in
the process of computing and storing data. The energy con-
sumption of the node sending data is divided into two parts:
RF transmitting consumption and signal amplifier con-
sumption; the energy consumption of the node receiving
data is only the consumption of the receiving circuit. Secu-
rity is an important metric to evaluate the merits of a defense
method, and this section analyzes the resistance to attacks of
the proposed edge computing network attack active defense
technique based on network topology mimetic correlation.

The attack method is a SYN flood for guided DoS
attacks, and the average service response time of the network
topology mimetic correlation system is tested under different
SYN flood attack rates to reflect the service availability per-
formance. Figure 5 shows the results showing that the net-
work topology mimetic association strategy proposed in
this paper can better resist DoS attacks because the network
topology mimetic association technique dynamically mea-
sures network anomalies for the strength of network attacks
and performs automatic adjustment of the network topology
mimetic association graph and communication paths, which
increases the path hitting difficulty of DDoS attacks. This is
because when the network topology mimetic association
graph space is squeezed to almost zero, the DDoS attack
enters an unguided blind attack state; i.e., the attacker
detects all nodes in the reachable paths and attacks them
on average.

A comparison of the change in reputation value of differ-
ent types of nodes in the network under the condition that
no management node rotation is performed showed that
the reputation value of normal nodes that are not under
attack does not change significantly throughout the cycle
and the node reputation value remains normal. When a
node is subjected to intermittent attacks or random errors,
the reputation value of the node decreases and this type of
node is an abnormal node, but due to the low frequency of
attacks or errors, it does not affect the normal communica-
tion of the node, and the reputation value of the node is
maintained above 0.8. The security of the network
completely relies on the certification center. Once the certifi-
cation center is maliciously attacked, the entire certification
system will collapse; when the network scale is expanded,
the computing power and storage capacity of the certifica-
tion center will be limited, which will affect the performance
of the network; with the development of WSN, the topology
of the network is ever-changing, and the flexibility of cen-
tralized authentication is not enough. When the node is

under continuous uninterrupted attacks, after about 50 s,
the node reputation value starts to drop exponentially and
rapidly to below the threshold value of 0.2 and the node is
cut out of the network.

In this section, with the help of TOSSM, a simulation
tool for WSNs, the physical and link layer protocols of IEEE
802.15.4 are used and ACK/NACK is disabled to experimen-
tally evaluate and compare the transmission performance of
GCCT with existing typical protocols such as CTPII and
SHMT0. The wireless channel uses a random erasure chan-
nel; i.e., the MAC layer discards the received packets with a
certain probability, thereby generating Bernoulli-distributed
packet loss. Simulation results (averaged over 100 simula-
tions) are given below for end-to-end single data stream
communication and many-to-one aggregated data stream
communication, respectively.

For single-stream communication, the protocol perfor-
mance is evaluated here in terms of 3 aspects: packet loss rate,
node density, and transmission hops, where node density
refers to the average number of neighboring nodes of the
nodes in the network. Three metrics are used to evaluate the
algorithm performance: (a) packet delivery success rate, i.e.,
the percentage of packets successfully received by the sink
node from the source node; (b) transmission delay, i.e., the
time used for packets to be received from the source node to
the sink time; and (c) communication overhead, i.e., the total
number of packets sent by the network nodes during trans-
mission. In terms of energy balance, the first two schemes have
some advantages and the number of nodes that die in the early
stage is less; although Figure 6 shows that at 500 s the SCM
scheme still has close to 100 nodes surviving, the experimental
results show that due to the high energy consumption of the
nodes in the early stage, most of the nodes are on the verge
of death and at 530 s the nodes all die. In terms of node
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survival time, the survival of nodes in this model is better than
the first two scenarios in the later stage.

The comparison of the total energy consumed by the
network with a capacity of 400 nodes over time shows that
the initial energy of a single node in the network is set to
2 J and the total energy of the nodes in the network is
800 J. The comparison of this method with the SCM scheme
and the improved LEACH protocol shows that the total
energy consumed by the nodes in this model is significantly
lower in 500 s of survival time. In terms of the remaining
energy, the node energy in the SCM and LEACH schemes
is depleted, while the total energy of the network in this
model is about 25% remaining, mainly since the cluster head
election is performed inside the subnet in this model, which
reduces the energy consumption of communication with
nodes at longer distances. The energy-saving effect will be
more significant for wireless sensor networks deployed over

large areas. The data collection unit is responsible for col-
lecting and converting the information in the monitoring
area; the data transmission unit mainly sends and receives
the collected data information in the form of wireless com-
munication. To establish a wireless sensor network environ-
ment, many sensors, a data transmission center, and a base
station are required.

Under the same conditions, the performance of the two
simulation platforms is compared mainly by their memory
consumption through experiments with the improved
LEACH protocol on NS-3 and WSPSim based on
OMNeT++, and the performance comparison is shown in
Figure 7. Therefore, this system is more advantageous for
large-scale WSN.

This section improves the classical LEACH protocol by
adding an MD5 hash encryption mechanism and trust eval-
uation mechanism, which is modeled and simulated by the
functional modules already developed in this simulation
platform. The simulation results are compared to verify the
correctness of the module and the security of the improved
protocol and verify that through simulation experiments,
this platform can correctly simulate WSN-related protocols
and algorithms and has good adaptiveness and ease of use
compared to other simulation platforms.

5. Conclusion

The security of wireless sensor networks as an important
carrier in the future era of the Internet of everything is
becoming more prominent, and maintaining the security
of wireless sensor networks is as important as human beings
protecting their nervous system. By dividing the modules
through a clustering analysis algorithm, the intelligent
mechanism of “functional separation” of the cerebral cortex
is introduced into the practice of a single neural network to
solve the problems of oversized structure, high computa-
tional complexity, and weak interpretation in neural net-
work problem processing engineering. A modular neural
network-based feature combination recommendation model
is designed to achieve the extraction of important features
from sample data and help people make fast and accurate
decisions. The experimental results show that the computa-
tional overhead of the RRCTM model is significantly
reduced, and the RRCTM model is more accurate for the
evaluation of trust values and has strong dynamic adaptivity
and high sensitivity, which can effectively resist various
malicious node attacks and ensure the security of wireless
sensor networks. Some progress has been made in this
research work, but there are still some security issues that
need further research. The current studies have focused on
the security of over-the-air data distribution based on
network-coded data distribution protocols, neglecting the
security management of the code image after it is received
by the sensor nodes. If the new code image is an update
about a military application code, its content is sensitive
and special treatment of the code image is required to secure
it. Thus, security mechanisms for the storage, use, and
destruction of code images on sensor nodes will be investi-
gated in the future.
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