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In this paper, the reliability of data transmission in social networks is thoroughly studied and analyzed using wireless sensor
network topology technology. This paper, based on the introduction of sensor network reliability analysis-related technology,
combined with the characteristics, and needs of the sensor network itself, focuses on the study of the reliability analysis of the
sensor network under the state of perturbation scheme. Based on the idea of making full use of data changes to respond to the
sensor state, this paper takes the actual monitoring data of the wireless sensor network as the research object, selects the
temporal correlation and spatial correlation of the measured environmental data as the reliability index by extracting the
features of the wireless sensor network data, and proposes the Evidential reasoning rule- (ER-) based wireless sensor network
data reliability assessment model based on Evidential reasoning rule (ER) is proposed. The data are mined, analyzed, and
quantified from the perspective of content popularity, and the interest indicators of nodes on data under content popularity
are analyzed to derive stable interest quantification values. Combined with the network properties, i.e., node autoassembly
community, we analyze the data dissemination characteristics of social networks in wireless sensor network topology
environment and derive the upper and lower bounds of data transmission capacity under node interest-driven and its variation
on network performance. Social relationships among nodes affected by social attributes are considered; in turn, the data
forwarding behavior of nodes is modeled using data transmission probability and data reception probability; finally, the data
forwarding process is analyzed and a closed expression for the average end-to-end transmission capacity is derived in turn.

1. Introduction

With the development of technology, social networking
applications such as Weibo, YouTube, and Twitter provide
people with convenient ways to communicate. Traditional
social media content is mainly in the form of pictures, arti-
cles, and so on. In recent years, with the development of
cloud computing, the Internet of Things, and other technol-
ogies, various new social network applications represented
by new media methods such as interactive live streaming
and real-time meetings have started to appear in the users’
view [1]. In such applications, users are more sensitive to
the access delays of various new media. At the same time,
the popularity of smart mobile devices has brought hun-
dreds of millions of users to join social networking applica-
tions for real-time communication, and the amount of data
generated by them has exploded, making it increasingly

important to maintain a reasonable load balance of storage
systems to ensure good system performance. Although tradi-
tional social networking applications use cloud computing
platforms to place user data in a way that can provide better
storage services for massive amounts of user data, cloud data
centers are generally far away from users, which makes it
difficult to ensure users’ high real-time requirements for var-
ious new social media [2]. With the development of wireless
technology, the availability, coverage, and performance of
wireless communication are rapidly improving, and it has
become a necessity of modern life, which can effectively
complete the various demands made by network users and
is suitable for various long-range and short-range wireless
transmissions. In addition, the shared and open nature of
wireless propagation channels, which cannot simultaneously
satisfy the service requests of many users, leads to lower
communication quality and increases the complexity of
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wireless transmission, while secure data transmission
becomes a challenging issue in wireless communication.

Wireless sensor networks benefit from the technical sup-
port brought by the rise of sensor technology, embedded
computing technology, distributed information processing
technology, and wireless communication technology, com-
bining features such as high sensing, computing and com-
munication capabilities, low cost, low power consumption,
multifunctionality, small size, and short-range wireless com-
munication, making it of interest to various industries [3].
Although traditional social network applications using cloud
computing platforms to place user data can provide better
storage services for massive amounts of user data, cloud data
centers are generally far away from users, and it is difficult to
ensure that users are more comfortable with all types of new
social media in real-time requirements. The flexibility, fault
tolerance, and rapid deployment of sensor networks make
it widely used in environmental, food, and industrial fields,
and it is considered one of the most important technologies
of the twenty-first century. The ten emerging technologies
with the most far-reaching impact in the future and wireless
sensor networks are in the first place. The pervasiveness of
wireless sensor networks determines its broad application
prospects, and it can be evaluated as the most important
technology in the twenty-first century, which is enough to
represent its huge potential. A wireless sensor network by
many inexpensive sensors randomly installed in the area to
be observed, in the form of a multihop self-organizing net-
work system, with only a small cost to the complex monitor-
ing area for real-time monitoring, mastering the regional
environment of each attribute data. Wireless sensor net-
works become a medium for indirect connection between
users and the objective world, extending the way people
and nature interact.

Wireless sensor network (WSN) reliability is the premise
to ensure the normal operation of the network and is the
basis for improving the performance of the network. WSN
reliability not only is a key indicator of the network design
but also ensures the normal operation of the network and
management and maintenance of an important basis [4].
In the WSN, the sensor individual computing power, storage
resources, and battery capacity are limited; sensor communi-
cation line bandwidth is limited, the transmission rate is low,
there is mutual interference between signals, and transmis-
sion signal with the communication distance is constantly
reduced; sensors are vulnerable to adverse weather, electro-
magnetic radiation, and other environmental factors; WSN
is vulnerable to passive eavesdropping, active intrusion,
denial of service, and other network attacks from the Inter-
net [5]. For WSN reliability, research focuses on the diffi-
culty of research in today’s academic community and still
has not formed a completer and more mature theoretical
framework. Therefore, this study has important theoretical
and practical value.

2. Related Works

Many types of research have been done to address the wire-
less sensor network reliability issues, such as proposing a

method based on automatic fault tree generation from the
perspective of analyzing sensor failures to evaluate the reli-
ability and availability of wireless sensor networks when fail-
ures occur on network devices. A reliability assessment
method based on a hierarchical confidence rule base is pro-
posed to analyze WSN reliability assessment from both
internal faults and external attacks [6]. A detection method
based on time series data of sensor networks is proposed
to determine the source of faults using calculating the degree
of difference between the test data and the normal interval.
Object-oriented colored Petri nets are used as a modeling
tool for heterogeneous wireless sensor networks, and a new
quantitative method for the reliability assessment of hetero-
geneous wireless sensor networks is proposed. The above
method has good analysis results for sensor failures, i.e.,
when the data changes drastically; however, satisfactory
results cannot be achieved for insignificant data fluctuations.

According to research on WSN-based communication
networks, the reliability of WSNs is mainly studied in terms
of routing problems, reliable transmission problems, and
network connectivity problems. A reliable method for evalu-
ating WSNs in a malware environment is considered to
guarantee the effectiveness of WSN data transmission. After
comparing the reliability and performance of different rout-
ing algorithms for WSNs, a dynamic routing algorithm is
proposed to achieve end-to-end reliable transmission. The
problem of data reliability in event-driven WSNs is investi-
gated [7]. Considering network connectivity, an uncertainty
random spectrum is established to evaluate the survivability
of mobile WSN. To meet the user’s needs for WSN trans-
mission reliability assessment, a task-oriented transmission
path-based WSN transmission reliability assessment model
is proposed. To address the inefficiency of transmitting mul-
timedia data over WSNs, the WSN packet congestion con-
trol protocol is modified and a lightweight reliability
mechanism is proposed. A reliability-improving cooperative
communication data collection scheme is designed to
achieve improved network communication reliability with-
out degrading the network survival cycle.

One of the major characteristics of nodes in wireless sen-
sor networks is that they have limited energy, and in the pro-
cess of practical applications, the nodes are centrally
powered by batteries. From the existing research, the early
research on wireless sensor networks mainly focused on
energy saving, that is, to ensure the normal and stable oper-
ation of wireless sensor networks by extending the life cycle
of the network as much as possible by practical means [8].
The sharing and openness of wireless communication chan-
nels cannot meet the service requests of many users at the
same time, resulting in lower communication quality and
increasing the complexity of wireless transmission. At the
same time, secure data transmission in wireless communica-
tion has become a challenging issue. However, the opera-
tional characteristics of the wireless sensor network itself
can easily reduce the reliability of its transmission, so it is
necessary to ensure the reliability of its transmission under
the premise of energy saving. When applied to the monitor-
ing of hazardous sources, because the node energy is limited
and the node deployment location is not easy to replace the

2 Journal of Sensors



battery, so it is necessary to ensure the balance of net energy
during the monitoring process. In addition, it is necessary to
avoid excessive use of a node prematurely exhausting energy
and affecting data transmission. [9]. The birth of emerging
technologies is usually associated with the context of a par-
ticular era, and the same is true for wireless sensor network
technology. Today, many fields are in dire need of new tech-
nologies to help them evolve rapidly and achieve higher effi-
ciency with as few human and material resources as possible.
And many frontier fields of technology are usually closely
related to IoT, and many research topics related to IoT have
emerged, such as smart bracelets, smart homes, smart hotels,
smart transportation, and smart manufacturing [10]. Not
only that, wireless sensor network technology plays an
extremely important role in diverse fields such as environ-
mental monitoring, emergency rescue, natural disaster
warning, and industrial and agricultural automation.

3. Wireless Sensor Social Network Data
Transmission Reliability Model Design

3.1. Reliability Transmission Techniques. For the data for-
warding process, not only the forwarding efficiency but also
the stability needs to be considered. To ensure that data is
received by the destination node stably and reliably, the trust
degree among nodes needs to be considered when selecting
relay nodes. Generally, the more frequent nodes with similar
interests interact with each other, indicating a high trust
degree and a more intimate relationship between them;
therefore, the trust degree is crucial to the reliability of data
forwarding [11]. To accurately quantify trustworthiness, this
paper uses similarity and interaction degrees, which reflect
the similar interests and frequency of interactions between
nodes, respectively. To accurately measure the similarity
between nodes, common neighbor nodes are used as the
same or similar interest of two nodes; the main reason is that
the more common neighbor nodes of two nodes, the closer
they are in the network, which can ensure the reliability of
data forwarding. The similarity sim is used to denote the
proportion of the number of common neighbor nodes of
two nodes i and j, in which, to ensure transmission effi-
ciency, then the selected node should have better forwarding
ability than the carrying node, which means the influence
degree of node j should be greater than that of node i. Sec-
ondly, to ensure the stability and reliability of data forward-
ing, then the selected node has a strong enough relationship
with the carrying node, which means the trust degree of
node j and node i should be greater than the average trust
degree of node i and its neighbors; in addition, nodejof the
destination node relationship is better than that of the carry-
ing node, which means that the trust between node j and
destination node D is greater than the trust between node i
and destination node D, as shown in the following equation:

simij =
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

di + dj

q : ð1Þ

Task reliability is defined as “the ability of a product to

perform a specified function within a specified task profile.”
The definition of task reliability shows that task reliability is
determined by the prescribed task profile; i.e., task reliability
is related to the rules for determining task success or failure,
the task time, and the stress conditions experienced by the
product in chronological order during the task period and
the environmental conditions, and task reliability reflects
the success of the product in completing the task [12].
Therefore, when assessing mission reliability, it is only nec-
essary to count the failures that occur during the mission
period that jeopardize mission success. When judged from
a “maintenance” perspective, any event or condition that
causes a product to be repaired is considered a failure. This
is the criterion for identifying faults that correspond to basic
reliability. Such a failure may or may not affect the comple-
tion of the product’s task. If considered from the point of
view of “mission accomplishment,” only the state or event
that affects mission accomplishment is considered a fault
or a fatal fault. This is the criterion for fault discrimination
that corresponds to task reliability. The scope of failure in
the former is greater than and includes the latter. Task pro-
file means “A chronological description of the events and
environment experienced by a product during the time it
takes to complete a defined task.” One or more task profiles
should be developed for each product that accomplishes one
or more tasks. The task profiles include the elements shown
in Figure 1.

This chapter considers a large-scale high-conflict WSN
environment, which consists of hundreds of sensor nodes
that are divided into different levels of clusters from high
to low by a hierarchical clustering algorithm, where the
nodes within each cluster send the sensed data information
to a cluster head node generated through an election, and
finally, the cluster head node forwards the collected data
information of all the nodes within the cluster to the aggre-
gation node through a multihop nodes. Different clusters
can cause conflicts in the process of data transmission,
resulting in the loss of data information, and the failure of
the node responsible for forwarding can also cause the loss
of data information. To facilitate the study, it is agreed that
the WSN network model has the following properties.

(1) High-density characteristics, with no isolated nodes
under initial conditions

(2) The base station is unique and has no energy
limitations

(3) The initial energy of the sensor nodes is all, and the
energy cannot be increased

(4) Sensor nodes have some data fusion capability and
are uniquely identified

(5) Sensor nodes have localization capability

The structural model diagram of the network is shown
below, the sensor node sends the sensed data information
to the cluster head node of that cluster, the cluster head
divides the packet into several subpackets based on the local
routing table information and transmits the subpackets to
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the aggregation node through the intermediate node in a
concurrent multipath manner, the aggregation node receives
the subpackets from the same cluster and performs a simple
data fusion, and if it forms the complete original packet,
then all the subpackets of that cluster on the transmission
line are automatically dropped, as shown in Figure 2.

The fault diagnosis of WSN contains two parts of work,
fault detection and fault type judgment, for the workflow of
the fault diagnosis model [13]. In fault detection, the sensor
data is analyzed to find the abnormal data present; in fault
type judgment, the prerequisite attributes of sensor data
are extracted and the fault type of sensor data is found
through a hierarchical BRB model. In WSN when a sensor
node fails, it generates a large amount of abnormal data that
deviates from the normal value, and the comparison of nor-
mal and abnormal data can achieve fault detection in WSN.
The flexibility, fault tolerance, and rapid deployment of sen-
sor networks make it widely used in the environment, food,
industry, and other fields. It is considered one of the most
important technologies in the 21st century. Among the ten
emerging technologies with the most far-reaching impact
in the future, wireless sensor networks rank first. The uni-
versality of wireless sensor networks determines its broad
application prospects, and it can be evaluated as the most
important technology in the 21st century, which is enough
to represent its huge potential. To achieve reasonable fault
detection requires clustering analysis of sensor nodes, simi-
larity comparison of data between sensor nodes within a
cluster, and when the cumulative deviation of sensor data
exceeds the reservation threshold within a certain time, the
current sensor node is possibly faulty. Through fault detec-
tion, WSN abnormal data is found and it is difficult to dis-
cover the fault type directly from the sensor data when the
fault type is determined, so the data is characterized. The
prerequisite attributes of the data can be extracted by data
correlation features, including temporal correlation, spatial
correlation, and attribute correlation. A hierarchical BRB

model structure is proposed on how to reasonably utilize
these prerequisite attributes to construct a BRB model while
solving the rule explosion problem of the BRB model due to
too many prerequisite attributes and improving the detec-
tion accuracy of the BRB model. The basic structure of the
layered BRB system uses the output results of the current
layer of BRB as the input of the next layer of BRB models,
thus realizing the conversion of a complex BRB model into
multiple simple BRB models.

Ai−1
I − a tð Þ

i

Ai
i − Ai−1

I

= l: ð2Þ

Wireless sensor networks can provide versatile applica-
tions and great benefits for smart cities and intelligent trans-
portation systems. There are various types of services and
applications in wireless sensor networks, such as real-time
traffic monitoring, security information exchange, and seis-
mic activity monitoring. Open wireless networks, social net-
works, and smart grids allow other users to easily join the
system. This sharing model makes these wireless networks
vulnerable to various attacks, converting them to internal
attackers in case the attacker captures them internally and
affects the normal operation of the network. Our approach
develops availability weights based on statistical representa-
tions of internal malicious nodes and incorporates them into
optimization problems that can be widely used in many
practical scenarios [14].

During the work of wireless sensor networks, affected by
various factors, the data collected by the sensor nodes may
be different from the real environmental information and
inevitably interspersed with noise. For this phenomenon, it
is assumed that the reliability changes of sensor nodes due
to different factors are expressed through the uncertainty
of monitoring data, such network blockage will cause some
node data loss, and node energy deficiency will cause data
distortion. Therefore, this paper analyzes the node data reli-
ability from the perspective of monitoring data changes.
Combined with the data reliability assessment model of
wireless sensor networks based on evidence-based inference
rules, the possible problems in practical engineering are
summarized as follows: Problem 1—WSN data reliability
assessment index construction problem. In this paper, the
reliability of wireless sensor networks is mainly assessed by
analyzing the monitoring data of wireless sensor networks,
and it is especially important to construct reasonable and
credible assessment indicators. The following indicator sys-
tem model is established.

S = x1,x2,⋯, xnð Þ, ð3Þ

where S denotes the indicator system, xi denotes the ith indi-
cator, and I denotes the number of indicators.

3.2. Data Transmission Reliability Model Design for Wireless
Sensor Social Networks. The basic structure of the data reli-
ability assessment model for wireless sensor networks con-
sidering perturbation is based on evidence-based inference
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Figure 1: Contents of the mission profile.
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rules with the model mentioned in Section 3.1. Firstly, the
assessment index system is constructed, and the index data
are unified by a rule-based approach to identify the frame-
work; after that, the weights and reliability of the index data
are calculated, and the data reliability is assessed by
evidence-based inference rules, compared with the afore-
mentioned model, the assessment considering perturbation.
The model also requires a random variation of the data to
simulate the impact of the perturbed environment on the
sensor data, and the impact of the perturbation on the orig-
inal data is analyzed by calculating the perturbation factor
and setting the maximum perturbation error to indicate
the adaptability of the sensor to that perturbed environment.
The data reliability assessment method of sensor node based
on evidence inference rule in the perturbed environment
uses ER rule to fuse the information of indicator data and
parameters based on the standardization of indicator data
as well as its weight and reliability and calculates the data
reliability of sensor node at a certain moment, and the fol-
lowing will analyze the implementation process of ER rule
in detail for the calculation formula of ER rule. Suppose a
node collects a total of T data, each information contains I
indicators, and the evidence after data normalization can
be expressed as the following confidence distribution form.

ei = Hn, Pj

� �
, n = 1, j = −1

� �
: ð4Þ

After analyzing the sensor node data reliability by ER
rules, the real-time state of sensor node reliability can be
observed, but the perturbation of the sensor node by external
factors is not considered; however, the analysis of the sensor
operating mode reveals that it is inevitably disturbed by var-
ious factors. In this subsection, based on the above-proposed
sensor node data reliability assessment model considering
perturbations, the nodes are evaluated for reliability to sim-

ulate the operating state of the nodes affected by different
factors by adding perturbation variables to the nominal tra-
jectory and setting perturbations of different strengths, with
the perturbation variables representing the actual data of the
sensor nodes relative to the perceived information in the
unperturbed environment. Two laws are met: the generation
of perturbations is random and irregular, and the generation
of perturbation variables conforms to the characteristics of
normal distribution. Analyzing the perturbation factors
affecting the index data, the accuracy of temperature data
is easily affected by network fluctuations and environmental
confrontation. In this paper, we simulate four types of per-
turbed environments (weak network fluctuations and weak
environmental confrontation, weak network fluctuations
and strong environmental confrontation, strong network
fluctuations and weak environmental confrontation, strong
network fluctuations, and strong environmental confronta-
tion), and the corresponding perturbation strengths are
0.015, 0.030, 0.045, and 0.060, respectively. After adding
the perturbation, the data of each indicator changes, as
shown in Figure 3.

However, data transmission is not guaranteed immedi-
ately after the nodes meet, because the resource-limited
channel may be busy and the nodes can use the channel to
complete data forwarding only when the channel becomes
idle. Therefore, the idle waiting time of the channel after
two nodes meet until they start transmitting data needs to
be analyzed. Different from the general waiting rule, this
paper uses the channel in the order of the priority of the
nodes’ influence, which is because the nodes with higher
influence have a higher probability of carrying high-value
data, which can make the channel resources more efficient.
During data transmission, the channel will show two states:
first, the channel is idle, when node i sends data directly to
node j; second, the channel is busy, when node i needs to
wait for the channel to become idle before competing with
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head node

Cluster
head node

Cluster
head node

Sink 

Figure 2: Model diagram of a packet structure.
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other nodes for the channel. Therefore, there are two issues
to consider: whether the channel is busy or not and the wait-
ing time when the channel is busy [15]. In general, whether
the channel is busy or not is related to two factors, namely,
the channel bandwidth and the number of nodes competing
for the channel, which are exponentially related to the prob-
ability of the channel being busy, because channel competi-
tion decreases significantly with each doubling of the
bandwidth at low bandwidths, while the number of nodes
competing for the channel is the opposite.

R tð Þ = 〠
Ny

u=t
L It : Iuð Þ + 1: ð5Þ

When a cluster head node fails, if there is no other
redundant node for continued transmission, then, the data
of that node may be lost and will reduce the reliability of
the network. If a normal node reselects another cluster head
node for data delivery, it is not only a complex process for
the nodes in the failed cluster, but it is also a nontrivial task
for the clusters that wish to join to deal with the newly
joined nodes. For example, cluster head nodes (routers)
and sink nodes (coordinators) take the backup redundancy
of cluster head nodes so that the overall reliability of the
cluster head nodes is the best, thus improving the reliability
of the whole monitoring system. At this point, when a clus-
ter head fails, it is no longer considered a single failed body,
but as a group of 1 cluster head node. When an individual
node in the node group fails, a redundancy mechanism is
used, and another link can be selected for the transmission
of information, ensuring the connectivity of the communica-
tion link. When a cluster head node fails, another backup
cluster head node takes over the work, which not only
reduces the overhead of route finding but also reduces the
complexity of controlling other cluster head nodes [16].

Assuming that the number of redundancies of cluster head
nodes is k = 1, 2, 3,⋯, 10, the relationship between cluster
head node reliability and the number of redundancies is pro-
portional, the more the number of redundancies, the higher
the reliability of cluster head nodes will be, when the number
of redundancies is 2, and the reliability of cluster head nodes
is significantly improved, when the number of redundancies
reaches 3. However, it is not better to have more redundancy
because the actual deployment needs to consider the budget,
and the cluster head nodes are more expensive. When the
number of redundancies reaches 3 or more, the reliability
of the cluster head is almost the same and does not improve
significantly, as shown in Figure 4.

We assume that the source node has no prior knowledge
of the abnormal behavior of the node that is working. We do
not assume the policies, targets of failure behavior, or move-
ment patterns of malicious nodes. We assume that the type
of misbehavior, such as internal component failure or exter-
nal failure, is not known in the network. To characterize the
impact of node misbehavior on multiple types of transmis-
sions, each source must collect information about the impact
of misbehavior in the urban network. When sensor node I
provides multiple types of services to the receiving node
through multihop communication, there exist some candi-
date forwarding nodes based on node i’s knowledge of the
available neighbors. Each sensor node tries to maximize its
revenue by sending feedback signals, and the “resource
price” determines the cost of consuming these limited
resources for the competing services. Therefore, each node
charges a resource price and then allocates a certain number
of resources to be made available to users. For various types
of services or applications, each source is associated with a
utility function that reflects how much of a quality of service
(QoS) benefit the source receives as measured by the allo-
cated transmission rate. Here, the network model in a dis-
tributed framework for candidate node selection and rate
allocation of sources is shown in Figure 5.

4. Wireless Sensor Network Topology
Reliability Assessment

4.1. Reliability Assessment. The network may be affected by
various factors such as component failure, traffic changes,
and routing methods; during the operation, the complexity
and randomness of the network present a great challenge
to network reliability analysis, and it is difficult to establish
an analytical model for network reliability assessment; there-
fore, many researchers use simulation or statistical approach
to analyze the network reliability [17]. The simulation
method is the main way of current and even future network
reliability assessment, by constructing a network reliability
model, setting up a model of random parameters in the net-
work such as tasks, failures, and maintenance, simulating the
state changes in the network, and then statistically analyzing
the corresponding reliability parameters. At present, there
exist two main types of simulation methods: Monte Carlo
and state machine. The Monte Carlo method is a probabilis-
tic statistical method to obtain results by random sampling.
Based on the results of the analysis of the actual problem,
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random events are constructed to describe the probabilistic
process, and the solution of the problem is obtained by sam-
pling and calculating the random events. The process of con-
structing a reliability evaluation model of a network based
on network topology, network protocols, and business pro-
cesses by simulating the current common network perfor-
mance simulation tools such as OPNET, NS2, and
OMNESE is a Monte Carlo method.

Ne =

w
r
>

ffiffiffi
5

p
r

2 ,

w
2r ≤

ffiffiffi
5

p
r

2 :

8>>><
>>>:

ð6Þ

Input random parameters such as network traffic and
fault distribution are sampled and calculated to obtain the
relevant reliability parameters. For complex discrete events
in networks, state machines are used to describe network
changes and analyze the transfer process of network states
to assess network reliability. Among the state machine-
based modeling approaches, Petri nets, which simulate
discrete-event dynamic systems, are commonly used model-
ing tools. Petri nets can depict multiple logical relationships
and events in the system such as resource sharing, competi-
tion, and conflict in synchronous as well as asynchronous.
However, when modeling large-scale complex network sys-
tems, general Petri nets are prone to the “state combination
explosion” phenomenon. To address this problem,
researchers have proposed various advanced models of Petri
nets such as Coloring Petri Nets (CPN), Stochastic Petri
Nets (SPN), and Object-Oriented Petr Nets for modeling.
Aiming at the problem of low efficiency in transmitting mul-
timedia data on WSN, the WSN data packet congestion con-
trol protocol was modified, and a lightweight reliability
mechanism was proposed. A scheme of collaborative com-
munication data collection with improved reliability is
designed, which can improve the reliability of network com-
munication without reducing the network life cycle. Redun-
dancy is usually used in wireless sensor networks to improve

reliability; however, energy saving and high reliability are
two conflicting goals, so it becomes a challenge to integrate
high reliability and low energy consumption for transmis-
sion task assignment in wireless sensor networks [18]. The
goal of this chapter is to minimize the energy consumption
of transmission task assignment in wireless sensor networks
with the deadline of the task and the reliability of the task as
a constraint.

To achieve this goal, a centralized reliable and efficient
transmission task assignment strategy for wireless sensor
networks is proposed, in which the task is taken as the mal-
efactor object and the transmission task assignment process
is executed by the sink node after the required network
information is collected; based on the global network state
information, the wireless sensor network transmission task
assignment problem is transformed into a nonlinear
mixed-integer programming problem. Many researchers
have researched the transmission task allocation problem
of wireless sensor networks. Since WSN nodes are
resource-constrained, one of the main objectives of task
assignment in this environment is to minimize energy con-
sumption and thus maximize the system operational life-
time. Therefore, the objective of traditional wireless sensor
network transmission task allocation is mainly focused on
energy saving. Among the methods for solving the task
assignment problem, the exact solution methods such as
integer programming, branch-and-bound method, and enu-
meration method cannot meet the real-time requirements;
while the dynamic planning-based heuristics are more effi-
cient to solve, but they all use a local search strategy based
on greedy strategy, so the obtained task assignment scheme
may not be the optimal one, as shown in Figure 6.

In this paper, the message retransmission technique is
used in the backbone transmission part to ensure reliable
data transmission. A scheme is proposed for message deliv-
ery using hop-by-hop broadcasting and copying multiple
copies of the same message with improved reliability, using
wireless broadcasting to increase the packet delivery rate
per-hop and to obtain the required reliability at minimum
cost, and finally deriving the optimal policy used to distrib-
ute the required reliability at each hop point to obtain the
required end-to-end reliability for any given. This approach
can reduce the probability of packet loss, but because repli-
cating multiple copies and sending them entails significant
energy consumption, especially in large networks. To avoid
duplication of messages, a new decentralized technique
called Geographic Forwarding Rules (GFRs) is proposed to
reduce the number of broadcast messages in mobile self-
organizing networks by dividing the network into virtual
regions using the location information of the nodes and
avoiding duplication of messages between regions.

4.2. Simulation Verification and Analysis of Results. To be
able to clearly illustrate the factors influencing the transmis-
sion capacity and to verify the accuracy of the proposed
analysis process, an empirical dataset was used, which was
completed by 100 volunteers during the INFOCOM06 con-
ference, each of whom carried a mobile terminal with a Blue-
tooth interface and the trajectories of these volunteers and
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Figure 4: Plot of node reliability versus the number of monitoring
surfaces.
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the contact records, which can reflect the mobile character-
istics of the nodes and their social relationships. The dataset
is used by several laboratories at home and abroad and has
high authority [19]. In this paper, we use the MATLAB sim-
ulation platform to compare and analyze the difference
between the theoretical numerical results and simulation
numerical results, and the THR and SML appearing in the
later figures indicate the theoretical results and simulation
results, respectively. The operating characteristics of the
wireless sensor network itself can easily reduce the reliability
of its own transmission, so on the premise of ensuring
energy saving, it is also necessary to ensure the reliability
of its transmission. When applied to the monitoring of haz-
ardous sources, because the energy of the node is limited and
the location of the node is not easy to replace the battery, it is
necessary to ensure that the network energy is balanced dur-

ing the monitoring process, affecting the transmission of
data. In this section, we analyze the relationship between
the transmission capacity S and the number of network
nodes N , the number of hops H, the packet loss rate P,
and the delay T , respectively, and also analyze the relation-
ship between the packet loss rate and the delay to better
understand the trend between these variables. The simula-
tion parameters are set as shown in Table 1.

According to the small world theory, any two nodes in
the network can communicate with the help of a limited
number of nodes, and the number of these collaborating
nodes is generally 2-6, so this section first analyzes the effect
of the number of network nodes N on the transmission
capacity S at different hop counts (H = 2,H = 4,H = 6).
From the results, it can be found that the transmission
capacity increases with the increase in the number of net-
work nodes at different hop counts, but the overall transmis-
sion capacity under 4 hops is higher than under 2 and 6
hops; this is because the data has the best transmission per-
formance only when the number of hops is within a certain
range; too high or too low is not good for data forwarding. In
addition, as the number of nodes increases, the transmission
capacity grows faster under 4 hops. Two-hop transmission
capacity increases slowly and decreases to a certain extent
when N ≥ 120. This is because the network nodes increase
to a certain level and fewer relay nodes make the total time
required to transmit data grow, resulting in a decrease in
transmission capacity. Finally, the numerical results of the
simulation and theoretical analysis match with an average
error of 12%.

λuij=Wuij /du1
: ð7Þ

Keeping the communication distance constant and
increasing the number of nodes within the network, we
can see that the traditional chance routing algorithm starts
to have node failures about 1 minute into the simulation,
relying solely on the geographic location information of
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Figure 5: Multiservice transfer framework for fault activity information.
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neighboring nodes and sink nodes to determine intermedi-
ate forwarding nodes [20]. In this case, it is considered that
the closer the sink node within the transmission range, the
better the path. This will result in the frequent use of a node
as an intermediate node for data forwarding during the ini-
tial process of the network until the node fails with energy
exhaustion, while many nodes will have energy redundancy
and the energy will not be utilized after the overall failure
of the network. With the improved chance routing algo-
rithm, the network energy consumption can be evenly dis-
tributed to neighboring nodes, which increases the network
survival time until the surrounding nodes are depleted of
energy before they fail centrally at 14 minutes, basically
reaching the maximum network survival time, as shown in
Figure 7.

Due to the backbone role of the cluster head node in the
network, in this paper, the cluster head node is evaluated as a
separate component and both upstream and downstream
transmission processes are divided into two phases using
the cluster head node as the boundary and modeled in a
stepwise manner to facilitate the application and extension
of the reliability assessment model. Wireless sensor networks
have complementary and redundant relationships in space
and time between the information sent out by multiple
sources when monitoring the same event or parameter.
Many source nodes in a cluster topology send sensing infor-
mation to the cluster head node, which determines whether
the sensing task is completed based on comparison with a
threshold value. In the uplink transmission phase of mesh-
type (mesh) topology, multiple source nodes transmit the
sensed information to the sink node, so this phase is a mul-
tisource single-homed network. For the same task in a mul-
tisource environment, it is not required that every packet
sensed by each source node be successfully received by the
sink node. Unlike the cluster topology where the sensed
packets are prone to data fusion at the cluster head, the mesh
topology is less efficient in performing data fusion at the
intermediate nodes of the network. For modeling, it is
assumed that the data sensed by the source nodes in the
mesh-type topology is not subjected to data fusion. To accu-
rately measure the similarity between nodes, the common
neighbor node is regarded as the same or similar interest
of two nodes. The main reason is that the more common
the neighbor nodes of two nodes, the closer their relation-
ship in the network can ensure data forwarding. The similar-
ity simij is used to represent the proportion of the number of
common neighbor nodes of two nodes i and j.

5. Conclusion

The reliability of wireless sensor networks (WSNs) is one of
the important indicators of network quality of service and
requires system planning and a series of designs and verifica-
tion to achieve reliability goals. Existing studies have mainly
investigated the basic reliability of the network in terms of
the connectivity of the network, the capacity of the network,
and individual performance parameters such as delay and
packet loss. However, these parameters are difficult to assess
the comprehensive capability of the network when running
services, which requires an overall evaluation and design of
the mission reliability of the network. Task reliability is
closely related to the task profile, functional requirements,
state mode, and system configuration of the network; as
the WSN continues to expand, the association relationships
between nodes within the network become more complex
and the system operation states increase, leading to
increased difficulty in the analysis and design process of
WSN task reliability. Task reliability is a comprehensive
reflection of various characteristics of the network; therefore,
the analysis and design of task reliability of WSNs are a dif-
ficult point that needs to be broken. In this paper, the hier-
archical clustering protocol is designed from the
perspective of saving energy consumption of WSN, and the
reliable data transmission protocol is designed to ensure reli-
able data transmission, but the idea is not perfect, and there
are still many topics to be improved or to be studied in the
field of WSN.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The author declares that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Table 1: Simulation parameter settings.

Simulation parameters Reference Actual value

Number of nodes 80-150 120

Communication module Bluetooth ZigBee

Network area 1000,1000 1000,1000

Subchannel rate 100 103

Node cache space 20-50 30
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Figure 7: Transmission capacity versus network nodes.
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