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This paper addresses the evolution and evaluation of sarcasm in textual form. The growing popularity of social networking sites is
well known, and every individual generates a whole new set of opinions in form of blogs, microposts, etc. Sentiment analysis is one
of the fastest evolving aspects of artificial intelligence categorizing opinions under positive, negative, or neutral sentiments. One
such part of sentiment analysis is sarcasm. Sarcasm is becoming a common phenomenon in networking sites where expressing
murky feelings wrapped by positive words for conveying contempt is highly used, making it difficult to understand the actual
meaning of a statement. When reading customer reviews or complaints, it might be helpful to understand the consumers’
genuine intentions in order to enhance the efficiency of customer support or after-sales services. In this paper, different
classifiers—decision tree, Naïve Bayes, k-nearest, and support vector machine are used to predict a statement under the
category sarcastic or nonsarcastic using tweeter data; the following proposed methodology is used for the experimental
evaluation concluding that the given classifiers SVM gains the highest accuracy of 93%, whereas Naïve Bayes and decision tree
are performing well with an accuracy of 83% and 86%, respectively, along with the lowest of 51% attained by KNN.

1. Introduction

One of the leading aspects of artificial intelligence is natural
language processing (NLP); as easy to say, it is otherwise to
interpret currently the most enduring and apprehensive
study worldwide in understanding opinions, particularly
sentiments of an individual. Specific nouns used to elaborate
opinions depending on the case scenarios are one of the
major research areas. In recent years, the world has encoun-
tered a lot of recurrent changes, wherein the process of being
upfront on words is well justify by social networking sites.
Unlike the traditional anonymous survey or questionnaire,
online posts, interactions, reviews, and media offer, it is
more efficient and accurate insight into the minds of people
around the world [1]. The growing popularity of Twitter,

Facebook, and Instagram has deluded the era with a lot of
opinions saying positive, negative, and neutral statements.
Just as artificial intelligence is becoming more sophisticated
and the internet more accessible, so too is the ability to
observe human behavior [1].

Over the recent years, ML and AI are the new hot topics
of this era; the formulated approaches are a part of a whole
new categorizing of products and appliances [2]. Machine
learning algorithms can be classified in four types: super-
vised, semisupervised, reinforcement, and unsupervised
learning. Supervised learning is a kind of machine learning
that has the capability to construct a function from a labeled
set. Because of the presence of the labeled output value,
supervised learning can construct a decent model. This can
be happening because the expected results which need to
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be processed by the model are already provided in the train-
ing dataset [3].

Sentiments are defined as an opinion held or expressed
by different people at the same time about a particular topic
or otherwise. Sentiment analysis can be said as a process of
collecting and analyzing data based on human feeling,
reviews, or thoughts [4]. The applications for the following
can be stated as monitoring the social media, product analyt-
ics, customer analysis, business analytics, etc. Sentiment
analysis in the real world is becoming increasingly pivotal,
specifying that it is domain-centred, i.e., results of one
domain cannot be applied to another domain [4]. Another
synonym that can be used is opinion mining, where a
speaker speaks about a particular entity and discusses its
feedback. The growth of information available in social
media makes sentiment analysis more crucial [5]. There
are a few key challenges faced by sentiment analysis such
as entity-named recognition, anaphora recognition, parsing,
sarcasm detection, and many others. From the commercial
perspective, sentiment analysis can provide online advice
and recommendations for both the customers and mer-
chants [5].

Sarcasm is defined as a mode of paradoxical wit depend-
ing on its effect on bitter and often ironic language that is
usually directed towards an individual. In this era, people
are directing their common way of speaking towards sar-
casm, and a lot of sarcasm is stated in order to subjectify a
particular topic. In essence, sarcasm can be said to as the
new way of expressing an opinion. It can be expressed via
speech, text, etc. Understanding sarcasm in speech, it
becomes interpretable because a lot of gestures are associ-
ated with sarcasm, use of a facial expression, tone, and ges-
tures can be used to identify sarcasm. In textual form, it is
marginally difficult to interpret sarcasm; dealing with just a
set of words becomes slightly difficult to interpret. Detection
of sarcasm is one of the leading areas of research, under-
standing the true opinion of a person under sarcastic state-
ments. The application of the following can be stated as
marketing research, opinion mining, and information cate-
gorizing, also benefiting areas of interest in NLP.

What makes the task of detecting sarcasm hard is that it
is hard to understand human emotion, sometimes without
prior knowledge of the topic. Sarcasm resembles lying in
some context, making it a more problematic and a hard task
[6]. To understand one’s intent in the text, we need to clas-
sify sarcasm, and it is important to devise a system that
could generate a good and reliable training set for the classi-
fier, a labeled bag of words, and an algorithm that could
detect sarcasm [7]. There are, however, various other chal-
lenges that are posed by streaming data from social media
itself. [8]. Sarcasm detection plays a vital role in the com-
pany’s feedback where they can analyze customers’ true
intentions about their product.

The following work is proposed in this paper: sentiment
analysis utilising natural language processing, followed by
sarcasm detection. The paper addresses the concurrent need
for sarcasm detection making it useful for knowing the
intent of people. Understanding the intents and actual ideas
of customers while reading their reviews or complaints also

aids in improving the effectiveness of after-sales service or
consumer assistance. The existing system is based on four
classifiers for prediction; the classifiers are supervised cate-
gorical classification, which results in the detection of a
statement under the categories sarcastic and nonsarcastic.
The data are processed under the specification needed for
the classifier to analyze efficiently. The data preprocessing
is done using different libraries from the natural language
tool kit (nltk), summarizing the results useful for the predic-
tion and further analysis. The classifiers, Naïve Bayes, deci-
sion tree, SVC, and KNN are trained and tested for twitter
data, which is scraped using twint library, and the detection
of sarcasm is hence proposed.

The main points of the initial research are basically as
follows:

(i) The current system uses the several supervised clas-
sifiers stated above to train and evaluate a model
for the prediction of sarcastic and nonsarcastic
comments

(ii) Twint, a Twitter scraping tool, is used to start gath-
ering data and collect 10,000 tweets in total for
analysis

2. Literature Survey

Dharmavarapu and Bayana [9] proposed a methodology for
constructing reliable and effective algorithms for sarcasm
detection on Twitter. The output divides the given list of
tweets into sarcastic and nonsarcastic tweets and using sen-
timent analysis to organize the tweets into positive, negative,
or neutral tweets by the probabilities. Naïve Bayes algorithm
is used for the classification of tweets, wherein AdaBoost is
used to determine the polarity of the same. The use of only
two classifiers is done to predict the same making it vulner-
able for counter classifiers interpretation.

An eminent reseacher in the field [10] define sarcasm’s
effects on sentiment analysis; the effect of sarcasm scope
on the polarity of the tweets is classified in their study and
also mentions the rules that can be used for sentiment anal-
ysis incorporated with sarcasm performing with higher
accuracy. GATE is their developed hashtag for tokenizing,
so that sentiment and sarcasm found within hashtags can
be detected more easily. The following are their result for
their classification; the hashtag tokenization achieves a preci-
sion of 98%, while the sarcasm detection achieved 91% pre-
cision. The study was published in 2014, and since then,
many recurring changes have been seen in terms of sarcasm
covenants, necessitating the urgent need for a new, general-
ized approach.

“Sentiment Analysis for Sarcasm Detection on streaming
short text data” by Prasad et al. [8], has presented the coun-
ter problem with social media dataset, known as short text
data, i.e., use of short forms and slang along with usage of
sarcasm. The paper compares different classification algo-
rithms for the detection of sarcastic tweets, use of random
forest, gradient boosting, decision tree, adaptive boost, logis-
tic regression, and Gaussian Naïve Bayes for the twitter
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streaming API with the highest accuracy of 81.82% of gradi-
ent boost for results of testing for a split of 60 : 40. Their
paper finally concludes with a way of improving the existent
sarcasm detection algorithm. Validation on only a 2000
tweet dataset that includes general tweets with sarcastic or
nonsarcastic labels serves as the dataset provided for the pro-
posed approach.

“Opinion Mining in Twitter–Sarcasm Detection” [6] by
Parveen et al. has made a presentation that the work of
impact created by the presence of sarcasm using different
components of the tweet. With the use of two datasets, i.e.,
before adding sarcastic tweets and after adding sarcastic
tweets, they have incorporated three different classifiers:
Naïve Bayes, maximum entropy, and support vector
machine for the impact evaluation of sarcasm-related fea-
tures on sentiment classification. The results concluded an
enhancement after the involvement of sarcasm related fea-
tures, signifying that the polarity of a tweet was misread
due to the presence of sarcasm. The state-of-the-art
approaches to sentiment analysis, however, perform less well
in Twitter than they do when they are applied to larger texts
because of the character limit (140 characters per tweet) and
the usage of informal language.

Sindhu and Vadivu’s “A Comprehensive Study on Sar-
casm Detection Technique in Sentiment Analysis” [7] has
covered numerous methodologies and procedures used in
sentiment analysis to identify sarcasm in text; data used in
the following work are Amazon product reviews. The biggest
numbers of model implementations are obtained through

Twitter API. Detection of sarcasm is done using classifiers
and rule-based methods. Using the SVM, an accuracy of
54.1% achieved.

“A pattern-based Approach for Sarcasm Detection on
Twitter” [11] by Bouazizi and Ohtsuki presents the work
of a pattern-based approach for the detection of sarcasm
and also finds the effectiveness of the model created for sar-
casm detection. Data are retrieved from Twitter API. Four
sets of feature extraction are used which include as a witti-
cism, a whimper, a form of evasion, and sarcasm.
Sentiment-related features, punctuation-related features,
lexical and syntactic features, and pattern-related features
are employed to classify texts, and their suggested strategy
achieves an accuracy of 83.1%.

Several reasearchers [12] use the concept of a supervised
machine learning-based approach to defining sarcasm detec-
tion on Facebook, concentrating on both post contents (such
as text or images) and Facebook users’ interactions with
those posts. Data collection was done using Facebook graph
API. Public 10 pages were selected for the collection of the
sarcastic post. Machine learning classifiers were used for
the analysis, where random forest and SVM performed bet-
ter than the rest.

Khare et al. [13] proposed a methodology for analysis of
sentiment for government bodies in their paper “Sentiment
Analysis And Sarcasm Detection Of Indian General Election
Tweets”. Analysis is done on Twitter data of duration 2019
where a collection of tweets is done for Lok Sabha election.
The textual information contained in tweets is handled using
an SVM classifier. The authors have written about a subject
where some users tweet in jest. They have achieved an accu-
racy of 84 percent when comparing their model outcome to
the results of the election, which is sufficient for transfer
learning. Moreover, the dataset used for the following meth-
odology is from the data science website Kaggle; the full
dataset of tweets linked to the election is accessible.

Ashwitha et al. [14] later studied sarcasm detection using
natural language processing, covering the striking properties
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Figure 1: Flowchart representing the proposed methodology.

Table 1: Feature creation.

Fields Data type Range

Tweets Object

Polarity Float -1 to +1

Subjectivity Float 0 to 1
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of satire that affects the social and personal relationship; the
authors proposed that sarcasm evaluation bridges the gap
between mutual communication of machines and humans.
The work is based on four approaches lexicon, pattern,
machine learning, and context-based. The project’s goal is
to demonstrate how current technology may be used to
tackle social issues and barriers to free speech. The accuracy
gained by their work is 96%.The key difference can be stated
as utilising a hyperbolic feature set.

3. Materials and Methods

In this proposed work as in Figure 1, there are four catego-
ries that implement in accordance with the desired result:
(a) collection of data; (b) preprocessing of the data; (c) fea-
ture creation; (d) sarcasm detection. Feature Creation are
mentioned here with in Table 1.

3.1. Data Collection. Prior to any analysis, the collection of
valid data is one of the prominent tasks in the evaluation
of any subject. Validity of the data affects the whole process
of analysis, and the collection of unbiased data that is wholly
transparent and builds a bride in understanding the senti-
ments in this case.

Twitter intelligence tool or twint is an advanced Twitter
scraping tool in python that is used for scraping tweets from
Twitter without Twitter API being used. The work in the fol-
lowing uses the following tool in order to collect data from
Twitter with the keyword “sarcasm”. A total of 10,000 tweets
are collected using twint, and the processing on the follow-
ing is done.

Figure 2 shows the full description of how data are gath-
ered using twint in the following research. The code used

can be further generalized for any keyword, wherein here,
it is specified for “sarcasm”. The comparison of present work
with other eminent researchers in this field has been sum-
marized in Table 2.

10013 entries; 0 to 10012.
Data columns (total 38 columns).

3.2. Data Preprocessing. Data preprocessing is a technique
used in data mining to change data into information that
is more suitable for work. In the data preprocessing, the
input data is first taken, and hashtags are located. These
hashtags are eliminated from the data entry [9, 15]. The fol-
lowing module includes field selection, data cleaning includ-
ing noise removal, tokenization, and stemming. The
processing of the data gathered is done in the following way.

3.2.1. Desired Column Selection. Column selection is one of
the major steps in processing the data. A greater impact is
made only when the primary column that needs to be proc-
essed is used other than subjectify the whole dataset. Since
the data collected comes with fields that may not necessarily
be used in the processing, and hence it becomes vital for
selecting a major column for the study.

Dataset here contains 38 columns mentioning id, tweets,
hashtags, cashtags, usr_id, usr_id_name, etc. Before begin-
ning the classification stage, several of the fields in this col-
lection of Twitter data need to be processed. Work
completed is specifically bound within the language param-
eter, i.e., English. Before processing the data, only those
tweets are considered with specified language English, mak-
ing the dataset specific to over 8000 rows. The area of con-
cern is tweets, and hence all the other fields are dropped in

Figure 2: Scrapping Twitter data.
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Figure 4: Data frame with language specification.

Table 2: Comparison with other work.

Authors Sarcasm dataset
Classifiers used

Accuracy gained
LR SVM RF KNN DT NB AB

[8] Twitter • • • • •

DT: 71.05
NB: 75.18
RF: 77.94
AB: 76.06
LR: 32.03

[13] Twitter: general election • SVM: 80

[19] Twitter • • •
NB: 57
LR: 80
RF: 80.5

[12] Facebook • • NB: 73.66
SVM: 88.3

[1] Twitter • • SVM: 79
LR: 80

[20] Twitter • • •
SVM: 77.9
KNN: 58
RF: 81

LR: Logistic regression, SVM: Support vector machine, RF: Random forest, KNN: K-nearest neighbor, DT: Decision tree, NB: Naïve Bayes, AB: AdaBoost.

Figure 3: Data frame of Twitter data.
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the table, and a new data frame is made with just the column
recognized as “tweets”.

Figures 3 and 4 describe the words stated above, where
the only concerned data field, i.e., tweets are considered,
and a new dataframe is made which will commence the fur-
ther processing. Further Table 3 and Table 4 are summariz-
ing the results and accuracy level obtained through different
classifiers.

8174 entries; 0 to 8173.
Data columns (total 1 column).

3.2.2. Data Cleaning. Data cleaning is a process of removing
incompetent data and making the data considerably infor-
mative for the desired study. Removing all the unilluminat-
ing data from the dataset for the desired output is the
major concern of data cleaning. Since the data contains a
lot of special symbols, removal of all the same is required.
One common library in python that supports the cleaning
of data is related to regular expression, named as “re”. Fol-
lowing is an example of data cleaning in the study.

(1) Noise Removal. One of the factors for text analysis is
noise removal. In text classification, it is vital to make data
apprehensively beneficial in favour of the study. In order to
achieve maximum output, processes are applied to data for
the utmost results. A process for removing characters’ digits,
URLs, stop words, punctuation, piece of text, etc., from the
text is noise removal. The cleansed data is further used for
the next phase.

In the work commenced, following Figure 5 is the
example of noise removal, where the unwanted informa-
tion depending on the goal of the project is done.
Table 5 further describes the Accuracy Test for it.

(2) Stop Words Removal. Stop words can be defined as
words that are commonly used in the English language.
These words are removed as they are classified as nonu-
seful words and take up space in database; therefore
removal of these words is preferred for analysis.

In preprocessing, stop words are removed for the
flexibility for the processed analysis; here is the output
gained after removing these stop words from the column
“tweets” to insure better classification.

(3) Tokenization. One of the aspects of text processing is toke-
nization, dividing the text into smaller sections known as
tokens with the use of delimiters. It is one of the main features
of lexically analyzing the text [16]. Tokenization is performed
on tweets to break them down into perfect meaningful mod-
ules from a sentence [8]. These tokens are further used as
vocabulary in traditional NLP using count vectorize and TF-
IFD. The division of data is further used in the analysis.

The following example stated below shows how data is
tokenized done for in the tweets, considering the tweets, and
following Figure 3 shows the code used to tokenize to make

Table 3: Results obtained by different classifiers.

Classifier
Precision Recall F1-score

0 1 0 1 0 1

Decision tree 0.83 0.90 0.90 0.83 0.86 0.86

Naïve Bayes 0.78 0.90 0.90 0.77 0.84 0.83

KNN 0.49 0.98 1.0 0.07 0.66 0.14

SVM 0.89 0.98 0.98 0.89 0.93 0.93

Table 4: Accuracy for different classifiers.

Classifier Accuracy

Decision tree 0.86

Naïve Bayes 0.83

KNN 0.51

SVM 0.93
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the sentence more meaningful in accordance with the analysis.

(4) Stemming. Stemming is another important aspect of nat-
ural language understanding, reducing the word to its stem
making it viable in reducing the vocabulary and summariz-
ing different words to their roots for input making it easier
for the analysis. The main aim of this is to reduce the repe-
tition of words by dropping the suffix of the word to arrive at
the basic form of the word [16].

Utilization of stemming is done in the commenced work
by reducing the word to its stem so that the vocabulary is
reduced.

Figure 6 shows the words stemmed to their root and the
data further ready for analysis.

(5) Term Frequency Inverse Document Frequency. The signif-
icance of a word (term) to a document within the corpus is
quantified by the TF-IDF statistic [17]. In text summariza-
tion and classification software, TF-IDF is frequently used
to end filtering words. Additionally, it is employed to

enhance a word’s frequency in a document proportionally.
Inverse term frequency-document frequency (TF-IDF) is a
part of information retrieval [16].

A numeric static concluding the importance of a word in
the collection, further it is used in the work to detect the
word occurrence and its importance. The following image
as shown in Figure 7 shows the length of frequency. The
code of the following is also mentioned in the same.

3.3. Feature Creation. After the data is fully cleansed, feature
creation for further analysis is done. New features promot-
ing the analysis are created. This feature helps in developing
a data frame with useful fields that is feasible for further
analysis.

Polarity classification, a fundamental component of sen-
timent analysis, examines whether an opinion on a certain
trait or facet of a target is expressed in a document or a sen-
tence. [5]. The new fields added are polarity and subjectivity
in the respective study, whereas another research direction is
subjectivity or objectivity identification [5]. Positive, nega-
tive, and neutral feelings are the three categories used to cat-
egorize sentiment analysis. Now that it is wise to know the
polarity of a particular statement, different interpretations
can be made in reference to the polarity, and moving for-
ward is subjectivity; it defines whether a statement is under
any subject. With the use of the text blob, polarity and sub-
jectivity are classified.

Range Index: 8174 entries; 0 to 8173.
Data columns (total 3 columns):

3.4. Sarcasm Detection. Sarcasm and humor are key human
characteristics and one of the largest gaps that artificial intel-
ligence must bridge as they try to become more humanlike
in intuition and behavior [1]. Although there are several
algorithms in machine learning that are meant to accom-
plish precisely that, categorizing text based on its sentiment
presents many particular difficulties. These can be summed
up in the following query: “What kinds of features do we
use? [18].”

The sarcasm detection in the proposed model is classi-
fied using different supervised categorical machine

Figure 5: Data after noise removal.

Table 5: Accuracy test.

Statement Prediction using SVM

Trying some holiday at the office! 1

I am not busy but ttyl! 1

Ttyl 0
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classification: decision tree, Naïve Bayes, KNN, and support
vector machine. Decision tree classifier poses a series of care-
fully crafted questions about the features that are supplied to
the algorithm [8]. Naïve Bayes is a log-linear model; that is,
in both cases the probability of a document belonging to a
class is proportional.

The model is trained and tested with a ratio of 80 : 20
split of the 8000 tweets collected. Accuracies are gained from
different classifiers, and the prediction of a particular state-
ment is done on the bases of the highest accuracy among
the four classifiers.

4. Results

4.1. Dataset. Data generation in this era is immense. Data is
gathered from different social networking sites. This data
can be both informative and noninformative, purely based
on the needs. In this work, data are gathered from one such
networking site, Twitter, where millions of tweets are gener-
ated on a single day moreover a single topic. Since the work
is to check whether a statement is sarcastic or nonsarcastic,
the use of sarcastic tweets is done to train the model, using

the keyword “sarcasm”, and data is scrapped out of Twitter
and classified as sarcastic or nonsarcastic on the basis of sub-
jectivity after the cleaning of data. A total of 8000 tweets are
gathered, with the preferred language English. Classification
of sarcastic and nonsarcastic is done using 0 and 1,
respectively.

4.1.1. Comparison Table

(1) Experimental Evaluation. The following Figure 8 shows
the word cloud that is processed in the work. The use of
the python library WordCloud is done for the formation of
the figure. As the figure suggests, these are the following
words that are majorly encountered in the tweets, specifying
that the tweets related to sarcasm revolve around these
words, making it efficient for the machine to learn and inter-
pret for sarcasm detection.

The classifier model is trained using the dataset, and this
paper authenticates the use of supervised classifiers for nat-
ural language processing; the result obtained is mentioned
below in the table giving the precision, recall, and F1-score
for each classifier. It can be clearly stated that the highest

Figure 7: Length of vocabulary after vectorizing.

Figure 6: Clean data after stop words, tokenizing, and stemming removal.
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accuracy is gained by SVM with 93% wherein the lowest is
by KNN. Decision tree is performing greater than that of
KNN; similarly, Naïve Bayes with an accuracy of 83% is also
a good representative of the data.

4.2. Evaluation Metrics. For this study, the evaluation met-
rics of recall, precision, F1-score, and accuracy are used.
The mathematical definition of these indices are expressed
as follows:[21],where TP: true positive, FP: false positive,
FN: false negative, and TN: true negative.

Recall =
TP

TP + FN
, ð1Þ

Precision =
TN

TN + FN
, ð2Þ

F1 − score =
2TP

2TN + FP + FN
, ð3Þ

Accuracy =
TP + TN

TP + FN + TN + FP
: ð4Þ

The Figure 9 shows the comparison of model accuracy
gained by the different classifiers.

4.3. Analysis. The basic redemption of this work can be clas-
sified as the prediction of a statement; all the models are
used although known that the highest accuracy is of SVM,
testing was done by feeding different statements and evaluat-
ing whether the statement was sarcastic or not, using 0 and
1, respectively.

5. Conclusion and Future Work

By now, it is well known to us the diverse nature of data
considering sarcasm; well it is not bound to any specifica-
tion, and thus it becomes a challenge for a machine to
interpret the sentiments of an individual, moreover, sar-
casm. For a machine to adapt to these recurrent chal-
lenges, algorithms need to be processed time and again.
Analyzing the sentiment of tweets gives an interesting
insight to the opinions of the public about a certain event
[6].Therefore; this work is purely based on the aspect of
detection of sarcasm using Twitter data, which changes

Figure 8: Word cloud.
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Figure 9: Model accuracy comparison.
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itself repeatedly. By comprehending the intents and true
thoughts of customers when reading their feedback or
complaints, it also helps to improve the effectiveness of
after-sales services or consumer assistance.

This paper aims the classification of sentiments catego-
rized under positive, negative, and neutral sentiments, extend-
ing to sarcasm detection. The data collection is done through
Twitter, which needs to be preprocessed before any conclu-
sion. Different classifiers are involved in the preceding of our
aim. It can be clearly stated that the different supervised algo-
rithms are fit and reliable for the detection of sarcasm.

Future work with traditional machine learning and natural
language processing can be used for classifying sarcastic tweets
are positive sarcasm and negative sarcasm; this area of research
can bring more clarity for a machine to understand sarcasm.

Further, there are an extended versions of sarcasm stated
as satire, pun, banter, humor, etc., which can also be classi-
fied using the same technique, making machine to under-
stand better and achieve the desired conclusion.

Data Availability

Real-time data has been taken from Twitter and can be avail-
able from the author upon request.
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