
Research Article
Research and Implementation of Sports Entity Simulation Based
on Heterogeneous Binocular Vision

Liang Tan 1,2 and He Gao3

1College of Marxism, Jilin Sport University, Changchun, Jilin 130022, China
2College of Physical Education, National Taiwan Sport University, Taoyuan, Taiwan 333325, China
3College of Architecture & Planning, Jilin Jianzhu University, Changchun, Jilin 130118, China

Correspondence should be addressed to Liang Tan; 0333@jlsu.edu.cn

Received 25 February 2022; Revised 18 March 2022; Accepted 28 March 2022; Published 16 May 2022

Academic Editor: Wen Zeng

Copyright © 2022 Liang Tan and He Gao. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

To study the value of heterogeneous binocular vision in the detection of sports targets, a Zynq-based joint software and hardware
design method is proposed, and a mobile object detection system for binocular vision is developed based on it. This paper
introduces the relevant technologies and theories used in the system design. First, the basic principles and various modules of
the binocular stereo vision process are introduced, including camera tuning, stereo correction, stereo tuning, and telescope
stereo vision. Based on the depth information, a method to detect and measure motor targets was developed. Finally,
combined with the improved mobile target detection algorithm, the real-time methodology research and algorithm design to
determine the target range are completed. The performance of the moving target detection system based on binocular stereo
vision and the moving target detection and ranging algorithm are tested and analyzed. We know that the front and rear width
of the moving target (the person tested in this paper) is at least 10 cm, while the error value of the ranging algorithm in this
paper is within 6 meters, and the average error is less than 10 cm. According to the characteristics of binocular stereo vision,
the farther the viewing angle is, the smaller the parallax value of the left and right image pixels will be. Therefore, the
insignificant change of depth information will bring some errors to the ranging algorithm. The greater the measurement error
is, the lower the percentage deviation of the measurement result is within 2%. It also shows that the target ranging algorithm
in this paper can ensure good accuracy within a certain distance. Through this method, we can obtain the accurate data of
moving objects in sports competition, so as to improve the training method of athletes and improve the competition results.

1. Introduction

The modern Olympic movement has gone through a glori-
ous history of more than 100 years. While the athletes have
won a star-studded medal in the struggle and competition,
they have also shown the infinite charm of sports to the
world. Through the analysis of the evolution process of
Olympic sports performance, the author found that the
improvement of almost all sports performance has decreased
over time, and even some sports, such as the men’s 100m
sports performance, even increased by 1% or 2%. It is very
difficult, because human beings rely on their own instinctive
power to challenge their own physiological limit, which is
close to the limit level. Therefore, only from the perspective

of sports technology, in order to improve or make break-
throughs in sports performance, two changes must be com-
pleted in sports technology research methodology, that is,
from the traditional one based mainly on human eye obser-
vation to one based on high-precision motion capture and
analysis. The transformation of the technical measurement
method of human movement is from the empirical method
based on too much emotion to the human movement anal-
ysis method based on the programmed human movement
simulation and simulation. As early as 2000, the Institute
of Sports Science of the General Administration of Sports
of the People’s Republic of my country and the Institute of
Computer Science of the Chinese Academy of Sciences have
successfully developed a series of advanced sports (such as
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diving and weightlifting) and quasiadvantage projects (such as
gymnastics and trampoline) The “digital three-dimensional
human motion simulation system” based on computer virtual
simulation technology of intellectual property rights and
applying it to the preparations for the Athens Olympic
Games not only ensures the absolute advantage of Chinese
athletes in diving but also helps the first-generation trampo-
line athletes in my country. The Olympics won a bronze
medal. In the future, China will invest huge human, material,
and financial resources in the research and application of
sports virtual reality technology based on three-dimensional
simulation of sports technology.

Among the many means of human access to informa-
tion, vision occupies an absolutely important position, and
computer vision is to use computers to understand human
visual process, in order to replace some difficult tasks with
machines [1]. Computer vision is a very complex process.
It captures the same scene through two precalibrated cam-
eras and then restores the depth information by calculating
the parallax of binocular images on the same spatial point
in the same scene and the principle of triangulation. At pres-
ent, the binocular vision system designed by binocular vision
theory has been widely used in aerospace, industrial detec-
tion, robotics, automatic driving, and other fields [2]. In
recent years, with the deepening of the theoretical research
of binocular vision, people’s understanding of the binocular
vision system is also deepening. The current research shows
that the binocular vision system is not only suitable for
indoor scenes but also suitable for outdoor scenes. In the
outdoor scene, the depth information of the outdoor scene
can be reconstructed through high-resolution binocular
camera and appropriate matching algorithm, which greatly
enriches the application scene of the binocular vision sys-
tem. In addition, with the increasing demand for high-
performance and low-power computing, there have been
many advances in the field of processor architecture. Multi-
core and multithreaded computing have been widely used in
various applications, and heterogeneous multicore process-
ing has gradually emerged in various fields. The multicore
processor can greatly improve the computing performance
on the premise of limiting the power consumption, and the
isomerization of the computing core can make the comput-
ing mode of the algorithm not simple serial, but more paral-
lelization, which further shortens the running time of the
algorithm. Therefore, the heterogeneous multicore processor
has been widely concerned and studied by various industries
since its birth. For example, the accelerated processing unit
produced by AMD company integrates the traditional CPU
periphery with GPU core, which greatly improves the paral-
lel computing ability on the premise of limiting power
consumption. The performance of the traditional FPGA
processor produced by Zynq company is greatly improved.
The number of CPU cores of Xeon series processors pro-
duced by Intel company has reached 16, and through the
vectorization expansion of CPU instructions, it can also pro-
vide powerful parallel computing power; NVIDIA has
directly extended GPU to the field of general computing
and developed its own CUDA (Compute Unified Device
Architecture) programming architecture. Rapid progress is

taking place in the field of high-performance processors
and will have a far-reaching impact on traditional comput-
ing methods. In this context, the application of heteroge-
neous multicore processors in the binocular vision system
can not only solve the problem of low real-time performance
of the algorithm but also effectively control the power con-
sumption. Therefore, binocular stereo vision is also widely
used in visual navigation, target detection and tracking, tar-
get measurement, target recognition, and 3D scene percep-
tion. Figure 1 is a real-time moving target detection system.

2. Literature Review

At present, in competitive sports, the research hotspots of
sports technology in various countries focus on two fields:
video analysis of sports technology and 3D virtual simulation
of sports technology. Among them, the three-dimensional
simulation of sports technology is to reproduce the subtle
links of the technical movements of elite athletes through
computer virtual reality technology. The training intention
of the coaches, the organization plan of the manager, and
the training process of the athletes achieve the interpretation,
analysis, and prediction of the sports system, organization,
and evaluation of an experimental technology science. As
far as the research and application status of 3D simulation
of sports technology in the world is concerned, China is in
a relatively leading position, which is mainly due to the
national system of my country’s sports competition and
management system. To solve this research problem, Fang
and others put forward the idea of cost aggregation of bidi-
rectional adaptive weight, which reduces the complexity of
cost aggregation, which makes the cost aggregation process
of binocular matching the most time-consuming can be com-
pleted quickly, and then improves the real-time performance
of the matching algorithm [3]. Boulaouche and others pro-
posed the idea of using GPU to accelerate the SGM algorithm
based on mutual information in parallel. By using mutual
information matching cost and semiglobal optimization
method, the edge blur of parallax image caused by low
matching accuracy of the local matching algorithm is solved.
At the same time, the powerful parallel computing ability of
GPU is used, further improving the real-time performance
of the semiglobal matching algorithm based on mutual infor-
mation [4]. GUR and others implemented an adaptive win-
dow matching algorithm based on FPGA. The algorithm
makes full use of the parallelism and pipelined execution
characteristics of FPGA, which not only improves the real-
time performance of the algorithm but also reduces the sys-
tem power consumption. Its disadvantages are long develop-
ment cycle and poor maintainability of the algorithm [5].
Guo and others evaluated the performance of binocular
matching algorithm on various common multicore proces-
sors and pointed out that the parallel acceleration effect of
GPU on binocular matching algorithm is better than that of
DSP and FPGA [6]. Moghaddas and others proposed a sen-
sor method combining radar depth and binocular vision
depth, which realizes object segmentation in high-speed
environment and has high accuracy and robustness. There
are steps of identifying and locating targets [7]. Karray and
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others proposed LBP (local binary pattern) feature for target
detection and face recognition. This method has good effect
and simple calculation and is widely used in the field of
machine vision [8]. Bieze and others proposed SIFT (scale
invariant feature transformation) algorithm on ICCV to
extract local features. It uses the found extreme points in
space to extract scale, position, and rotation invariants [9].
Sun and others proposed Haar-like feature, which can be
used by Lianhart and others to calculate the pixel sum of
regional image, which greatly improves the efficiency [10].
Wang and others proposed the hog (direction amplitude his-
togram) algorithm to extract features. It describes the fea-
tures through the histogram of statistical image edges and
detects pedestrians combined with SVM. This method has
strong robustness to illumination changes and improves the
recognition accuracy [11]. Jiang and others proposed the surf
(accelerated robust feature) feature detection algorithm,
which absorbs the advantages of sift and uses the Hessian
algorithm to detect key points several times faster than sift
[1]. Panda and others proposed DPM (variable component
model) target detection algorithm, which improved hog
and added multicomponent strategy to describe the target
through the relationship between components. The DPM
algorithm has become an important part of human behavior
and posture classifier [12]. On the current research basis,
with the popularity of artificial intelligence all over the world,
the science and technology industry also began to develop in
the direction of intelligence and digitization. This paper in
the aspect of target detection, we should not only find the
position of the target in the image but also classify the target
objects. This requires the cooperation of target detection and
object classification algorithms. In this paper, SSD deep
learning neural network combined with mobile net is
selected for target detection. Mobile net, as a lightweight clas-

sification algorithm, can quickly and accurately extract the
characteristics of target objects. SSD, as a one-step target
detection algorithm, can output the position of target objects
efficiently and accurately. The combination of the two greatly
improves the accuracy of target detection.

3. Method

3.1. Binocular Stereo Vision. The essence of binocular stereo
vision is to use two identical cameras to capture two images
of the same scene from two perspectives and use the triangu-
lation principle to calculate the position difference between
the corresponding pixels of the two images to obtain the par-
allax map containing the three-dimensional information of
the scene [13]. Figure 2 shows the flow of the whole binocu-
lar stereo vision technology. Camera data acquisition is the
data source of the system, which provides data basis for
subsequent processing modules [14]. The application of
three-dimensional scene mainly uses the ranging principle
of binocular stereo vision and parallax map to complete
the application of visual navigation and positioning, object
noncontact measurement, and so on. In this paper, it is mov-
ing target detection and real-time ranging. Next, it mainly
introduces the important part of binocular stereo vision
technology.

3.1.1. Camera Calibration. The camera setting is to establish
a relationship between the pixels of the image and the actual
image location point. The goal is to obtain the camera’s
internal parameters, external parameters, and distortion
parameters, so as to lay the foundation for the use of the ste-
reoscopic editing module and the following 3D scenarios.
The imaging principle of the aperture camera determines
the transition process between the four coordinate systems.
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Figure 1: Real time moving target detection system.
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Assuming that the coordinate of a point in the world
coordinate system is ½xw, yw, zw�T and the imaging point in
the image pixel coordinate system is ½u, v�T , the conversion
relationship of the point from the world coordinate system
to the image pixel coordinate system is
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Here, R is an orthogonal rotation matrix, and T is a
translation matrix. They are used to determine the positional
relationship between the global and camera frames and the
relative position of the telescope camera. The parameters
required to define the two matrices are called external
parameters. u0 and v0 represent the position coordinate of
the center of the virtual imaging plane in the image pixel
coordinate system. f x represents the projection of the focal
length in the X direction in the image physical coordinate
system, and f y represents the projection in the Y direction.
f x, f y, u0, and v0 are the internal parameters of the camera.
Internal parameters indicate how to convert 3D camera
coordinates into 2D image coordinates inside the camera.
Therefore, internal parameters are only related to the camera
itself. Another internal parameter of the camera is distortion
parameter. Distortion is the distortion and change caused by
the camera in order to collect more image data under limited
viewing angle. It generally includes radial distortion and
tangential distortion. A total of five parameters need to be
determined.

Among the calibration methods, the calibration method
is simple and mature. In the process of calibration, only one
chess and card grid panel needs to be used as the calibration
board. By fixing the camera, let the calibration plate move at
different positions and angles to collect the image of the
camera [15]. Different equations are established according
to the key points on the calibration board, and then the
values of relevant parameters are obtained by closed-form
solution and maximum likelihood estimation method.

3.1.2. Stereo Correction. The first step of stereo correction is
image correction, which uses the camera distortion parame-
ters to remove the distortion of the image. In stereo correc-

tion, the most mature method is Bouguet’s stereo correction
algorithm. The principle of this algorithm is the epipolar
correction method. The principle of this method is briefly
introduced below.

Due to the epipolar geometry of the corresponding pixels
of the binocular image, under the epipolar constraint, for the
feature points on the imaging plane, the matching points on
the other imaging plane must be on the corresponding epi-
polar line. The function of binocular stereo correction is to
make strict line correspondence between the two corrected
images by using the geometric relationship of the opposite
level and keep the epipolar lines of the two images on the
same horizontal line, so that a corresponding pair of pixel
points can be found on the same line of the two images
[16]. When calculating the image parallax to find the corre-
sponding point of the pixel point, it only needs to carry out
linear search in this line, to speed up the calculation speed,
and to reduce the false matching rate.

3.1.3. Stereo Matching. Its purpose is to match the corre-
sponding pixel points in the binocular image after stereo
correction, calculate the difference of u coordinates of these
corresponding points in the image pixel coordinate system
in the left and right images, obtain the difference of corre-
sponding points, and finally combine the difference of all
pixel points to form a parallax map.

Stereo matching algorithms are complex and diverse.
The research on stereo matching algorithms is also a hot
research direction in binocular stereo vision technology.
In these three categories, researchers have proposed a vari-
ety of stereo matching methods. The most commonly used
is region-based matching. Its principle is to establish a
region block window centered on the pixel to be matched
in the reference image and then find a pixel in another
image, so that the region blocks window of the same size
created with it as the center and the region block window
in the reference image meet the similarity under certain
threshold conditions.

3.1.4. Principle of Binocular Stereo Vision Ranging. Accord-
ing to the principle of similar triangle, the depth information
Z can be deduced:

xl − xr ′
�� ��

B
=

f
Z
⇒ Z =

f B
d
, ð2Þ

where B represents the distance between the optical cen-
ters of binocular cameras, also known as the camera baseline
distance. The parallax value D of the target point P can be
obtained through the stereo matching algorithm, and the
depth information of the point P, that is, the distance value,
can be obtained by bringing its value into equation (2).

3.2. Software and Hardware Collaborative Design. Zynq is a
chip combining software and hardware. Software and hard-
ware collaborative design aims at the system requirements.
In the design process, software and hardware interact to
achieve the purpose of efficient work of the system. In
the early development of software and hardware system,
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Figure 2: General flow of binocular stereographic techniques.
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hardware and software development were divided into two
independent parts. Generally, the hardware is designed first,
and then the software is designed on the hardware platform.
Due to the lack of clear understanding of software and hard-
ware architecture and implementation mechanism in the
design process, the design results are often blind. As a result,
the whole system design needs to rely on the designer’s devel-
opment experience, and the design time and cost are greatly
improved. Moreover, in the process of repeated modification,
it often deviates from the original design requirements in
some aspects. Compared with the disadvantages of the tradi-
tional independent design of software and hardware archi-
tecture, the software and hardware collaborative design
method excavates the correlation between the system soft-
ware and hardware as much as possible by comprehensively
analyzing the functions [17]. Divide the software and hard-
ware reasonably, then complete the software and hardware
data interaction in a correct way, and finally generate the
hardware and software architecture of the system through
hardware comprehensive simulation and software compila-
tion and testing.

In the design process, the functional requirements of the
system are analyzed from the description of the target sys-
tem. Considering the existing resources, algorithm complex-
ity, and cost and time of system development, the software
and hardware of the system are divided reasonably, make
clear which module is implemented by hardware and which
module is implemented by software, and design the software
and hardware interaction interface. Secondly, the software
and hardware of the system are developed synchronously,
including the synthesis and simulation of hardware modules,
the compilation and testing of software modules, and the
interactive design of software and hardware interfaces.
Finally, the integrated hardware is integrated with the
compiled software, and the simulation test of the system is
carried out to detect whether the system meets the perfor-
mance requirements. Otherwise, it is necessary to redivide
the software and hardware. With the increasing develop-
ment and maturity of programmable devices, excellent
embedded systems are inseparable from the architecture
method of software and hardware collaborative design.

3.3. Traditional Sports Object Detection Algorithm. By ana-
lyzing the sequence of video or continuous image frames,
determine whether each frame has a forward target, that is,
moving the target; then decompose the corresponding front-
end target attribute, i.e., the detection of the moving target is
completed. Based on the presence of relative motion between
the detected phenomenon and the camera, the motion target
detection algorithm can be divided into static background
detection and motion background detection [18].

3.3.1. Frame Difference Method. The frame difference
method uses the principle of strong correlation between
adjacent frames of image sequence to separate moving tar-
gets through the differences between image frame sequences.
Its essence is to calculate the difference of pixel values
between two or more adjacent frames in image sequence

and set the corresponding threshold to divide the fore-
ground region and background region.

Assuming that the k-th frame image in the continuous
image sequence is represented as f kðx, yÞ, the K-T frame
image is represented as f k−tðx, yÞ, T represents the interval
of the differential frame, and the difference Dkðx, yÞ of the
two frame images can be described by formula (3):

Dk X, yð Þ = f k X, yð Þ − f k−t x, yð Þj j: ð3Þ

Then, the Dkðx, yÞ is binarized, and the result is shown in
equation (3). By analyzing the Mkðx, yÞ value to distinguish
the front scenic spot,

Mk x, yð Þ = 1,Dk x, yð Þ > T , ð4Þ

Mk x, yð Þ = 0,Dk x, yð Þ ≤ T: ð5Þ
The moving target can be extracted from the background

by binarization of all pixels of the target image. The flow
chart is used to describe the frame difference method, as
shown in Figure 3.

In Figure 3 that after the image difference is calculated
through equations (3) and (4) and binarized, some methods
in morphology (such as filtering) need to be used to attenu-
ate the noise in the binarized image. Because the moving tar-
get obtained by frame difference method may have some
holes, it also needs connectivity processing, which finally
determines the moving target.

The algorithm of frame difference method has low com-
plexity, can better adapt to the background environment
with slow change, and has high real-time performance.
However, the detection accuracy of the algorithm is not
high. When the color of the target is like the background,
it cannot effectively detect the moving target; moreover,
the algorithm is prone to false detection. For example, when
checking fast-moving targets, it is easy to detect multiple
moving targets or treat the background as moving targets.

3.3.2. Background Subtraction Method. Background subtrac-
tion is the most used basic method in moving target detec-
tion. Its essence is to establish a background model to
represent the detection scene; then, the pixels of each subse-
quent frame are subtracted from the corresponding pixels in
the background, and the ones with large changes in the oper-
ation results are regarded as the front scenic spots, and vice
versa. The core of the background subtraction method is the
establishment of the background model, which should
reflect the realistic changes of the scene as much as possible.
Because the real scene cannot be static, the factors such as
illumination, water wave, and the change of leaves all
increase the difficulty of background modeling, and the
background model needs to be updated constantly. There
are many modeling methods for different application envi-
ronments. Figure 4 shows the working flow chart of back-
ground subtraction method for primary target detection.

By analyzing the flow of Figure 4, the algorithm first
needs to obtain a frame of image in the image sequence
and attenuate the image noise through simple preprocessing
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and then carry out background modeling according to a
certain background modeling principle. If a frame image
at time t is selected as Fðx, y, tÞ, assuming that the image
after background modeling at this time is Bðx, y, tÞ, the
background of the image is subtracted to obtain the differ-
ence between the image and the background. By comparing
with the threshold T selected in a specific environment
scene, the binarized image Iðx, y, tÞ is obtained. The expres-
sion is as follows:

I x, y, tð Þ = 1 F x, y, tð Þ − B x, y, tð Þj j > T ,

I x, y, tð Þ = 0 F x, y, tð Þ − B x, y, tð Þj j ≤ T:
ð6Þ

The binary image has highlighted the foreground target.
In order to eliminate noise, it is also necessary to carry out
morphological filtering such as frame difference method
and target connectivity analysis. Because the background
model is not one layer invariant, corresponding algorithms
need to be adopted to update the background model and
finally determine the moving target.

It has little computation and is easy to implement and
performs well in obtaining the foreground area when the
scene changes slightly; however, the algorithm is sensitive
to illumination changes and vulnerable to background fluc-
tuations. The effect of this method also depends on the
establishment and updating of the background model. At
present, the commonly used background updating methods
include Gaussian mixture modeling and vibe model updat-
ing. Due to the large amount of calculation and high com-
plexity of Gaussian mixture modeling, it is not suitable for
the moving target detection system with high real-time
requirements; so, it will not be described in detail here.

3.3.3. Vibe Algorithm. The Vibe algorithm is a pixel-level
video background modeling algorithm. The algorithm stores
a sample set of all pixels in an image, and each sample set is
the pixel value before the pixel and the pixel value of the
neighbors; then, compare the new range with the value in
the sample set to determine whether the point is a back-
ground point and update the sample value of the pixel and
its field points with a certain probability. The algorithm
has no limited requirements for the detection environment.
It estimates the background model through random sam-
pling to simulate the random volatility of the real environ-
ment. By adjusting the time secondary sampling factor, a
few new sample values are used to replace the changes of
all sample values, considering the detection accuracy and
computational complexity.

For any pixel vðx, yÞ in the selected image, the algorithm
randomly selects the pixel values viðx, yÞ of N neighborhood
points as sample values and stores them in the background
sample set Mðx, yÞ of the pixel. The result is shown in for-
mula (7). Finally, the sample values of all pixels in the image
are collected to initialize the background model.

M x, yð Þ = v1 x, yð Þ, v2 x, yð Þ,⋯, vN x, yð Þf g: ð7Þ

Positive image detection is as follows: starting from the
second frame of the video image sequence, go through each
pixel of the new frame image in v ðx, yÞ to modify the pixel
sample set:

D x, yð Þ = d1 x, yð Þ, d2 x, yð Þ,⋯, dN x, yð Þð Þ, ð8Þ

where Dðx, yÞ represents the set of differences between
the value of the current pixel vðx, yÞ and all sample values
in the pixel sample set Mðx, yÞ:

di x, yð Þ = v x, yð Þ − vi x, yð Þ: ð9Þ

Before foreground detection, the threshold r is to judge
whether the pixel is close to the historical sample value,
and the threshold T is to judge whether it is the front scenic
spot need to be set in advance; then, traverse all elements
diðx, yÞ in Dðx, yÞ and compare its size with the threshold
R; count the number of diðx, yÞ as Nf . If Nf > T , this point
is the front scenic spot. According to the experimental test
results, the three main parameters in the detection process
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are generally set as follows: the number of sample sets N =
20, the threshold R = 20, and the threshold T = 2.

Background model updating is as follows: while detect-
ing the foreground, the background model needs to be
updated constantly so that the model can adapt to the
changing scene. The update method determines that the
update strategy of the vibe algorithm includes three attri-
butes: memoryless update strategy, time sampling update
strategy, and spatial domain update strategy. First, whether
the sample values are replaced in the sample set of the back-
ground model is independent of time. Secondly, the algo-
rithm reduces the update frequency of the sample value in
the background and its neighbor sample value through the
time secondary sampling mechanism. Third, for the pixel
to be updated, a pixel will be randomly selected in its neigh-
borhood to update the selected sample pixel value with the
newly selected pixel [19].

According to the understanding of the basic principle of
the vibe algorithm, the algorithm process is simple, has strong
randomness in time and space, and can effectively adapt to
environmental changes. The vibe algorithm is more stable
than the frame difference method and background subtraction
method and is not easy to be affected by illumination and
scene mutation; at the same time, the algorithm has low com-
plexity and small amount of calculation, which is easy to
implement on embedded devices [20]. Through the test of
the data set, it is found that if the scenes in frame are all back-
ground, the detection effect will perform well, but if there are
moving objects in the first frame, the phenomenon of “ghost”
will occur, or the suddenmovement of stationary targets in the
process of moving target detection will also produce the phe-
nomenon of “ghost.” Secondly, the detection of moving target
by the vibe algorithm is usually incomplete, resulting in that
the moving target is not a connected region in the detection
effect. These two problems will have an adverse impact on
the target ranging module of the moving target detection sys-
tem: “ghost” phenomenon will lead to multiple target areas,
resulting in false detection and blank ranging. If the target
detection is incomplete, there will be multiple subregions
and multiple inaccurate distance information. In view of
these two shortcomings of the vibe algorithm, this paper
improves it according to the depth information obtained by
binocular stereo vision technology [21].

3.4. Improved Vibe Algorithm Based on Depth Information

3.4.1. Correction of “Ghost” Phenomenon. If the frame image
used to initialize the background model happens to have a
moving target, it will be regarded as the background. Simi-
larly, when the target is forbidden to move suddenly during
the detection process, such a “ghost” phenomenon will also
appear. Considering that the depth information of pixels in
this area will increase suddenly after the target moves, com-
bined with this feature, when the algorithm initializes the
background model, the depth information of each pixel will
also be stored in the sample set. In a new frame of image
detection, the difference value of depth information will
be increased, and the result information is stored in the
matrix mat D:

MatD x, yð Þ = 1 depths x, yð Þ − depth x, yð Þj j >D,

MatD x, yð Þ = 0 depths x, yð Þ − depth x, yð Þj j ≤D,
ð10Þ

where depth represents the depthsðx, yÞ information in
the pixel sample set, depth represents the depthsðx, yÞ infor-
mation of the current pixel, and D represents the differen-
tial threshold of the depth information. It is necessary to
correct the point as a background point and reinitialize
the background model.

3.4.2. Correction of Incomplete Target Detection. This phe-
nomenon is usually caused by the complexity and variability
of the scene or moving target. There is also some noise inter-
ference, which makes isolated noise points and connected
noise areas appear in the image data. Considering that the
depth information of pixels in the moving target area is sim-
ilar, there will not be too much mutation.

First, you need to define eight field value sets s ðx, yÞ of
any pixel ðx, yÞ:

S x, yð Þ = x − 1, y − 1ð Þ, x, y − 1ð Þ, x + 1, y − 1ð Þ, x − 1, y − 1ð Þf
� x + 1, yð Þ, x + 1, y − 1ð Þ, x, y + 1ð Þ, x + 1, y + 1ð Þg:

ð11Þ

Then, the depth information of the pixel ðx, yÞ and the
depth information of the field value are differentiated:

depth x, yð Þ − depthi x, yð Þj j ≤ F, ð12Þ

where depthðx, yÞ represents the depth information of
the pixel, depthiðx, yÞrepresents the depth information of
the neighborhood of the pixel, and f represents the differ-
ence threshold of the depth information between the two.
If the current pixel point is the front scenic spot and its
neighborhood point satisfies formula (12), its neighborhood
point is also corrected as the front scenic spot.

3.5. Target Ranging Algorithm. We know that moving object
detection with distance information can effectively improve
the safety of pedestrians and vehicles in road traffic. How-
ever, the common target ranging is usually to detect the fea-
ture points of moving targets and express the target distance
through the single depth information of feature points. This
method is simple and easy, but the selection of feature points
often cannot fully include all the information of the target.
The target is a moving region, and several key feature points
cannot be used to describe the distance information of the
region. To solve this problem, this paper analyzes the depth
information of the moving target area, classifies, discards all
the depth values in the area, and finally calculates the mean
value of the selected value to represent the real-time distance
of the moving target.

Through the improved vibe algorithm described in the
previous section, the region of the moving target can be
accurately obtained, and then the moving target can be
framed with a rectangle by using the simple method in
openCV, considering that the depth information of all pixels
in the moving target contour should have certain similarity,
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even the same value. After removing the moving target in
the rectangular area, the background is the background.
The depth information of the background points has similar
similarity, and their values must be much larger than all
pixels in the moving target contour; moreover, the number
of depth values of foreground targets in the detection area
should be much greater than the number of depth values
in the background. According to these characteristics, this
paper classifies and discards the depth information in the
rectangular box.

Suppose that the starting pixel of the rectangular box is
ðu0, v0Þ and the ending pixel is ðul, vlÞ, define the maximum
distance as Max, divide the distance value from 0 to Max
into equal intervals, totaling n segments, and the interval
of each segment is d; Then, the depth value of each interval
(k, k + d) is statistically summed:

Si = 〠
x,yð Þ= ul ,vlð Þ

x,yð Þ= u0,v0ð Þ
depth x, yð Þdepth x, yð Þ ∈ k, k + dð Þ, ð13Þ

where Si represents the sum of the depth values of each
interval, depth ðx, yÞ represents the depth value of pixels
ðx, yÞ, k = 0, d, 2d…MAX-d. At the same time, count the
number of depth values in the interval (k, k + d):

Ci = 〠
x,yð Þ= ul ,vlð Þ

x,yð Þ= u0,v0ð Þ
1depth x, yð Þ ∈ k, k + dð Þ, ð14Þ

where Ci represents the sum of the number of depth
values of each interval. Then, put the Si and Ci of each
interval into the set, respectively:

ConA = S1, S2,⋯, SNf g,
ConB = C1, C2,⋯, CNf g:

ð15Þ

After the completion of statistics, calculate the percent-
age of each element in the set con B in the sum of elements
in the whole set. Select the element Ci with the highest per-
centage value and find the corresponding Si in the set con
A according to the index value I. Finally, the mean Si/Ci is
obtained. The distance of the moving target obtained by
this algorithm can effectively avoid the deviation caused
by the method of estimating the distance by local feature
points and has a certain accuracy in the test system.

4. Results and Analysis

Due to the bandwidth limitation of USB2.0 interface of
development board, the system cannot meet the real-time
data acquisition of camera. In order to meet the test require-
ments, the system test adopts USB3.0 interface of PC, and
the collected data is quickly transferred to the installed hard-
ware card through PCIe interface, which can avoid data
delay and detection target and improve the accuracy of the
test system algorithm. Ethernet port transmits data to PC
through UDP transmission thread for later storage and

application; PCIe interface is used for high-speed transmis-
sion of data collected by camera. Based on this experimental
platform, the following first introduces the environment
construction and performance test of the system, and then
introduces the result test and data analysis of the moving
target detection and ranging algorithm of the system.

4.1. System Construction and Performance Test. First, the
mobile target detection system implements the PL logic
design section through the Xilinx Vivado development
toolkit, which can process and encapsulate the IP kernel.
Using this tool, we can complete the design of the specific
IP kernel design in the system, the hardware path between
the IP cores, and verify that the design is optimal and correct
with the help of hardware simulation. As shown in Table 1
and Figure 5, the main resources spent on the system hard-
ware are as follows.

As can be seen from Table 1 and Figure 5, the main
resource consumption of the development board is within
the available range and can meet the system operation
requirements. The PL part realizes the stereo correction
and stereo matching algorithm through the parallel accel-
eration of FPGA to improve the processing speed of the
system.

Table 2: Time of complex algorithms.

Platform Stereo correction Stereo matching Total

CPU 0.230 s 29.752 s 29.982

Zynq 0:00472 + 0:00351 0.00823 s

Table 1: System hardware resource consumption.

Resource Utilization Available

LUT 182789 218601

FF 171530 437201

BRAM 485 544

DSP 267 901
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Figure 5: System referral resource utilization.
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To obtain a speed comparison between the hardware and
software design architecture (fpga100MHz, arm667MHz)
and simple CPU (2.50GHz), the processing times were
checked and collected using a telescope image test at 640 ∗

480 resolution. Two complex algorithms are multiple stereo
corrections and stereo tunings. The PS part calls the system
clock according to the program instructions and calculates
the software development time through the jet lag. Table 2
shows the average time to develop the test package. It can be
seen that a simple CPU takes almost half a minute to develop
the two algorithms, while the Zynq system develops the two
algorithms in parallel according to the collaborative design
method of the architecture. Logical control of the PS part takes
only 0.00473 seconds, while the algorithm development of the
PL part takes only 0.00350 seconds.

This paper compares the system architecture with the
embedded real-time design stereo vision system architecture
only for the processing time of complex algorithms. The
comparison results are shown in Table 3. Although the
embedded real-time design stereo vision system architecture
has low hardware resource consumption, however, the image
frame rate is slightly lower than the architecture method pro-
posed in this paper. Moreover, the system in this paper also
reflects the human-computer interaction performance, while
the embedded real-time design stereo vision system does not
reflect any human-computer interaction performance.

The development board does not support the rapid
transmission of high-resolution camera and cannot test the
best effect of the overall system. Therefore, the acquisition
end is changed to store atlas with different resolutions in
the startup card. The system carries out actual test by read-
ing these atlantes and controls the interactive work such as
system startup and resolution change through buttons on
the GUI. In PS coding, the method of calling system time
through program instructions calculates the time difference
before receiving data from PL. The test results are shown
in Table 4 and Figure 6:

It can be seen from the table and figure that when pro-
cessing images with a resolution of 640 ∗ 480, the frame rate
of the system can reach 121.44 frames/s. The real-time effect
can be achieved by displaying the processing results through
HDMI display and GUI, if the system is applied to vehicle
safe driving.

4.2. Application Algorithm Test and Result Analysis. Dispar-
ity map information technology can meet many application

requirements in 3D scene perception. In order to detect the
sports entity target, this paper completes the application of
moving target detection. The ZC706 hardware development
board selected for the system adopts a low-level manual sys-
tem with low processing ability and low real-time of the
application algorithm. Therefore, the effect of the system
application algorithm is tested on the computer [22].

In this paper, the video with image resolution of 640 ∗

480 is sampled and tested in indoor lighting environment
and outdoor brightness uniform environment, respectively.
First, build the system test platform correctly. Then, with
the help of the ruler, let the target walk parallel to the camera
angle at the fixed actual distance point and collect and pro-
cess the video to ensure that the camera captures the moving
target at the same distance. Finally, the system test distance
of each frame image is recorded.

In order to minimize the measurement error, the mea-
surement values of all frame images from frame 100 to frame
300 in the measurement video of each distance point are
counted in this paper. Then, compare these measured values
and select the target value with the largest number of mea-
sured distance values as the system measurement value of
the moving target. Based on this statistical method, the
indoor environment and outdoor environment are mea-
sured and counted, respectively. The statistical results are
shown in Figures 7–14:

Because the camera height setting of the system platform
is different when it is built indoors and outdoors, this paper

Table 3: Comparison results of system processing frame rate.

Design architecture Device Resolving power Hardware resource Frame rate

Design of embedded real-time XC7Z045 640∗480 182933 LUTS, 143223 FFS, 100 DSPs, 138 BRAMs 101

This paper XC7Z045 640∗480 182796 LUTS, 171526 FFS, 268 DSPs, 485 BRAMs 121.42

Table 4: Frame rate of image processing with different resolutions.

Resolving power 640∗480 1280∗720 1280∗960 1920∗1080

Frame rate 121.426 66.725 54.959 36.560
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Figure 6: Frame rate diagram of image processing with different
resolutions.
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takes the ability to see the whole contour of the moving tar-
get as the standard for distance measurement; so, the start-
ing point of indoor ranging is 3.5m, and the starting point
of outdoor ranging is 3M. Moreover, the moving target
has become small and blurred beyond 9 meters; so, the mea-
surement ends at 9 meters. From the comparison of
Figures 7–14, in this article, you can see that the indoor

and outdoor performance is slightly different for the target
algorithms. We know that the moving object (the person
tested in this document) is at least 10 cm wide, but the algo-
rithm error specified in this document is within 6m, and the
average error is less than 10. From the stereo visual charac-
teristics of the binocular, the farther the perspective, the
smaller the pixel parallax of the left and right images.
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Figure 8: Measured values of the indoor moving target ranging
system.
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Figure 9: Indoor moving target ranging error value.
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Figure 10: Indoor moving target ranging error percentage.
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Figure 11: Actual value of outdoor moving target ranging.
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Figure 7: Actual value of indoor moving target ranging.

1 2 3 4 5 6 7
0.0

0.1

0.2

0.3

0.4

0.5

0.6

D
ist

an
ce

Measurement
System measured value

Figure 12: Measured values of the outdoor moving target ranging
system.
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Therefore, small changes in depth information can all lead to
some algorithmic errors. It can be seen that the higher the
measurement error, the smaller the measurement deviation
is less than 2%; it also shows that the target distance algo-
rithm can provide good accuracy within a certain distance.

5. Conclusion

This paper presents the research and implementations of
various binocular-based moving object modeling. To detect
objects of moving objects, we complete a program to detect
moving targets and determine real-time distances based on
the traditional vibration algorithm and scaling stereo visual
information. The ZC706 hardware development board
selected for the system implementation adopts a low-level
manual system, with low processing ability and low real-
time performance of the application algorithm. Therefore,
the effect of the system application algorithm is tested on
the computer. This paper presents a software and hardware
codesign method for the moving target detection system.
Combine the respective advantages of software and hard-
ware to divide the software and hardware of the system
module and then design efficient and accurate data control
and transmission between software and hardware; finally,

combined with the specific algorithm and logic control of
binocular stereo vision technology and moving target detec-
tion technology, the software and hardware of the system are
realized. In the test and analysis of the real-time perfor-
mance of the system, the processing speed of the system
decreases linearly with the increase of image resolution. In
the future development of science and technology, people’s
requirements for image quality are gradually improved,
and there is a great demand for high-resolution images.
Therefore, the system can be further optimized in the archi-
tecture design and binocular stereo vision algorithm, such as
increasing the bandwidth of data transmission interface
under high resolution in the architecture, to reasonably
reduce the complexity of the algorithm when ensuring the
accuracy of the algorithm. Through this method, we can
obtain the accurate data of athletes in sports competition.
Through data analysis, we can improve the athlete training
method, so as to improve the competition performance.
The experiment shows that this method can be effectively
applied to sports training.
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