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In recent years, with the rapid development of science and technology, people’s demand for the quality of daily production and life
has gradually increased, and all localities are gradually urbanized. The convenient use of water conservancy, transportation,
environment, medical treatment, power grid and other aspects of cities in any country affects people’s healthy life. Therefore, it
is urgent to build a smart city. For smart city, intelligent identification and management is a very large and complex problem.
As one of the high and new technologies, the intelligent recognition of machine vision derived from artificial intelligence has
always been a hot spot of great concern. It just provides convenience for the development of smart city and becomes the
development direction of smart city construction in the future. Based on this, the role of machine vision is to connect with the
computer through wireless sensors such as cameras to simulate an eye that can represent human visual function. This
simulated eye can be recognized intelligently in real time. It transmits the recognized information to the computer, and the
computer will analyze and process the obtained information for judgment and recognition. This paper will mainly use the
optimal threshold segmentation algorithm based on Machine Vision video processing to solve the problem of urban intelligent
recognition, and use a specific algorithm to solve some difficulties and obstacles in intelligent recognition. The traditional
optimal threshold segmentation algorithm, the optimal threshold segmentation algorithm and the improved optimal threshold
segmentation algorithm are experimentally compared. After experimental comparison, it is found that the optimal threshold
segmentation algorithm, the improved optimal threshold segmentation algorithm and the traditional optimal threshold
segmentation algorithm can intelligently identify the types of buildings and urban traffic signs in the city, Compared with the
improved optimal threshold segmentation algorithm, the improved optimal threshold segmentation algorithm improves the
response speed, real-time performance, stability and accuracy of the algorithm. Therefore, the optimal threshold segmentation
algorithm after the well meets the needs of building the system, and can be useful in the process of intelligent recognition. This
improvement is also necessary, which is conducive to the subsequent system construction.

1. Introduction

With the gradual improvement of people’s production and
living standards, the convenience of life [1] has become the
basic requirement of people’s multi city life, and cities cover
all aspects, including urban environmental problems [2],
urban traffic problems [3], urban population flow problems
[4], urban medical problems [5], etc, Intelligent identifica-
tion [6] and management of all aspects of the city can effec-
tively improve the happy life index [7] of the city Bureau and

provide many conveniences to urban residents. If you want
the city to become intelligent [8], you mainly rely on getting
information and data from all aspects of the city [9]. People
mainly rely on their eyes to obtain the main information
[10], but it must be within the visible range of the naked
eye, so the information obtained is very little, and the infor-
mation obtained by human eyes can be said to be insignifi-
cant in such a huge range of cities. The development of
machine vision technology [11] provides a new idea for
building a smart city. Machine vision just solves the problem
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of regional limitations [12]. In all parts of the city, the infor-
mation obtained by human eyes is simulated by camera [13]
and other wireless sensor devices [14] and transmitted to
computer [15] for processing and analysis. It can realize
the functions of guidance, positioning, measurement, detec-
tion and recognition. People’s eyes obtain information not
only through their eyes, but also through their eyes to obtain
surface information and transmit it to the brain. The brain
operates at high speed to quickly analyze and process the
obtained information into deeper information that is easier
to understand. Machine vision is based on the principle that
human eyes see everything in the world [16]. Wireless sensor
devices such as cameras are equivalent to human eyes, build
a bridge and send it to the brain behind the computer for
rapid analysis and processing, so as to obtain deeper infor-
mation data behind it. Due to the changeable and complex
urban environment, the traditional detection method [17]
has a single feature, and machine vision divides the urban
area [18]. For the method based on single frame image, the
single frame image algorithm [19] is used for detection and
recognition, with fast processing speed; Based on the method
of stereoscopic reference [20], images from different angles
are captured from multiple cameras with different vision.
Machine vision has obvious advantages over traditional
vision. Compared with traditional manual detection, human
eye judgment is subjective and sometimes makes mistakes.
Machine vision can eliminate the interference of human
subjective factors and avoid the detection results that vary
from person to person. Not only that, it can also quantita-
tively analyze and describe the indexes of the tested objects
[21], which reduces the detection and classification error
and improves the efficiency and accuracy. Build a smart city
to achieve healthy, reasonable and sustainable economy,
harmonious, safe and more comfortable life, and intelligent
information technology in management.

Nowadays, with the rapid development of science and
technology, all aspects of people are gradually becoming
intelligent, so the construction of smart city is urgent.

2. Machine Vision Endows Smart City

2.1. Smart City. Smart cities integrate information technol-
ogy or innovative technology into urban construction, open
and integrate urban systems and services, improve resource
utilization efficiency, optimize urban governance service sys-
tem and improve citizens’ quality of life. Smart city con-
struction includes intelligent technology, intelligent
industry and intelligent application. It is mainly reflected
in transportation, power grid, medical treatment, environ-
mental protection and many other aspects. The basic archi-
tecture of smart city is shown in Figure 1 below:

There are four aspects to build a smart city. One is the
decision support system, including data mining and scenario
analysis; Second, the operation and management system,
including smart government affairs, smart commerce, etc;
The third is shared service facilities, through service-
oriented architecture such as cloud computing, and the
fourth is data infrastructure, including basic database and
thematic database; The last is the network infrastructure,

including wireless communication network, optical fiber
communication network and so on.

The former can comprehensively and deeply perceive.
Through sensor technology, various sensor devices and
intelligent systems are used for intelligent identification
and three-dimensional perception, timely and actively ana-
lyze and process information such as urban environmental
changes, so as to realize real-time perception of urban envi-
ronment, improve urban environmental perception ability,
and ensure the normal and efficient operation of various sys-
tems. The second is ubiquitous broadband connection. As a
neural network in the smart city, it can be carried out ran-
domly on demand to enhance the ability of urban intelligent
service; The third is intelligent integration application,
which integrates people’s wisdom through a new generation
of perception technology, creates a smart city brain, pro-
motes the combination of cloud and end, and promotes
the intelligent integration of various application facilities;
Fourth, people-oriented continuous innovation. Smart city
construction is people-oriented and citizens participate.
Gather the strength of the masses, proceed from the needs
of the masses, cooperate and innovate, and jointly build an
emerging city to achieve sustainable economic, social and
environmental development. The machine vision algorithm
generally has the method based on single frame image. The
single frame image algorithm is used for detection and rec-
ognition, and the processing speed is fast; based on the ste-
reo method, images from different angles are captured
from multiple cameras with different vision.

2.2. Machine Vision Technology. The main principle of
machine vision is to analyze and process the image informa-
tion obtained by wireless sensor devices such as cameras and
transmit it to the computer for in-depth analysis. The neural
network is constructed by the method of deep learning, and
the massive image data are learned to realize the accurate
analysis of the object to be measured, and finally can be used
for actual detection, measurement and control. Generally
speaking, it is to simulate an eye that can represent human
visual function by computer. It can realize the functions of
guidance, positioning, measurement, detection and recogni-
tion. Machine vision technology has the advantages of high
speed, large amount of information and many functions. It
can basically complete high-intensity and complex comput-
ing work in any scene. A typical machine vision system is
shown in Figure 2 below:

As shown in Figure 2, the machine vision system can
enable the optical image system and image capture system
to identify, analyze and process in the intelligent execution
module through image acquisition and digitization and
intelligent workstation. Machine vision technology can
quickly and accurately capture a large number of signals,
which is convenient for automatic processing and processing
control information concentration. Compared with tradi-
tional manual measurement, it can eliminate the negative
impact of various factors of individual subjects, avoid mea-
surement varying from person to person, and make quanti-
tative analysis and description of the indicators of measured
objects, so as to reduce the classification error of
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Figure 1: Basic architecture of smart city.
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measurement and improve efficiency and accuracy. Building
an intelligent city will realize healthy, reasonable and sus-
tainable enterprise operation, harmonious, safe and more
comfortable people’s life, scientific, intelligent and
information-based management.

2.3. Urban road Intelligent Recognition Technology. For the
construction of a smart city, the intellectualization of urban
roads is an important branch, especially important. It is a
basic project, which has an important impact on people’s
production and life. Therefore, due to the high automation
of pavement, people can more friendly solve the practical
social problems such as urban traffic congestion, events, air
pollution and so on. The main function of machine recogni-
tion technology is road identification and tracking. First,
identify the road marking line in front, the curvature in
the horizontal direction of the road and the road surface
with correct marking for the driving of motor vehicle lane;
Identify the pavement boundary, the curvature of the hori-
zontal pavement and the location and orientation of the
motor vehicle lane boundary on the road surface without
indication; Identify the use of lane change in the front or
adjacent sections; Using pavement boundary characteristics
to provide real-time processing, monocular vision to identify
and track large objects in the front section, and to evaluate
the movement of vehicles in front through monitoring and
tracking; The pitch angle of visual inspection is used to
enhance the accuracy of pavement boundary characteristics
evaluation; By monitoring and tracking the movement of
other vehicles in adjacent sections, high-speed manual driv-
ing is used; By detecting the intersection, we can know its
length and locate the center position, which can be used to
control the road turning behavior; Using color image to
identify road markings can improve the poor real-time per-
formance; Real time performance can be achieved by distin-
guishing the relative motion of mobile Walker and
automatic vehicle; Determine whether there are motor vehi-
cles and the safe lane change by detecting the front and rear
motor lanes; Finally, by analyzing the decline of image con-

trast, the field of view can be estimated in foggy days. That is,
Figure 3 shows the key technologies of urban road detection,
and Figure 4 shows the system flow chart:

According to the system flow chart, this intelligent rec-
ognition technology first loads the image of the detected
Road, then carries out image preprocessing and processing,
generates road information according to the processing
results, and finally stores the information.

2.3.1. Filtering of road Image. An original image that has not
been processed has some problems such as noise interfer-
ence to some extent, because these noise interference affect
the quality of the image, resulting in the image becoming
blurred and unclear, and the key feature points of the image
to be detected become difficult to find. In this case, it
becomes very difficult to analyze and process the image.
The purpose of image smoothing is to eliminate the interfer-
ence factors on the image. This method is also called low-
pass filtering. The main purpose of this algorithm is to carry
out spatial filtering algorithm. Generally, spatial filtering
algorithm superimposes several signals within a certain spa-
tial range and occupies the same frequency band.

Kalman filtering algorithm uses the linear state equation
to optimally estimate the influence of noise interference in
the obtained data. It is conducive to computer programming
and is the most widely used filtering method. The algorithm
estimates the real-time data and the corresponding state of
the previous moment, and recurses through the system state
transition equation. For any dynamic system, Kalman filter-
ing model can be divided into state and observation equa-
tions:

Xk = Fk/k−1Xk−1 +Gk−1Wk−1 ð1Þ

Lk =HkXk +Vk ð2Þ
WhereXk represents the n-1 order state vector at time k,

Lk represents the m-1 order state vector at time k, Gk−1
represents the system time n×m Dynamic noise matrix of
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Figure 2: Typical machine vision system.
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order r, Fk/k−1 indicates that the system changes from time
k-1 to time k n×n order state transition matrix, Vk repre-
sents the observation noise of order m-1 at time k of the sys-
tem, Hk represents the system K time m×n order
observation matrix. Set Wk is dynamic noise, Vk is the
observation nois.

BP network can also be called back propagation neural
network. Its structure can be simply divided into three

layers: feedforward, multi-layer and perceptron network.
This algorithm repeatedly trains the collected sample data,
and constantly modifies the network weight and threshold
to minimize the error and achieve the desired goal for the
output data. BP generally includes input layer, middle layer
(hidden layer) and output layer. Each layer consists of sev-
eral neuron groups and is completely connected with the
previous layer by switching weights. In the input layer, when
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Figure 3: Key technologies of urban road detection.
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an input neuron receives a signal, it is transmitted to each
neuron in the middle layer (hidden layer). In the middle
layer (hidden layer), each neuron calculates the sum, and
then the nonlinear activation function is used to generate
the output signal and transmit it to the output layer. The
processing of the last message transmitted to the output
stage, that is, the subsequent upward increase, is considered
to have been completed, and the starting layer is responsible
for displaying the results to the outside world. If an actual
loss occurs and the output does not match the expected out-
put, an error return multiplication process needs to be per-
formed. Output error starts from the output, adjusts and
updates the weight and threshold of each layer, and gradu-
ally converts the transmission to the middle layer and input

layer. The process of repeated information forward expan-
sion and error recovery is to adjust the weight of each layer
of the whole neural network.

In the calculation process, only when the set training
times or the calculated global network error is less than the
general value, if the global error accuracy error is very small,
the whole learning process of the algorithm ends. If you are
not satisfied with the results, you must update the training
mode. A round of learning process runs again until the final
conditions are met, and the BP three-layer network model
can meet the requirements of high precision.

Kalman algorithm and BP algorithm have their own
advantages. They are widely used in many fields such as
machine vision technology and have very high practical
value. However, there are still some deficiencies in the appli-
cation of these two algorithms to the construction of smart
city. For example, Kalman algorithm must be based on the
existing accurate model and existing data for calculation.
For large and complex systems, the establishment of accu-
rate model and data acquisition are not so easy, and the
measurement accuracy can not be realized. BP algorithm
can meet the needs of high precision, but it has some prob-
lems, such as small part, slow speed and weak ability to
external interference. In order to avoid these problems, the
gray value of the image must be processed first:

f x, yð Þ = 1
M

〠
x,yð Þ∊S

f x, yð Þ ð3Þ

In formula (1), the processing of image details is also
weakened. Therefore, the combination of average method

T

P (z)
Pb (z)

Po (z)

Eo (T)Eb (T)

0 z

Figure 5: Schematic diagram of optimal threshold selection.

Table 2: δ interval and number of samples.

δ interval of
Number of
samples

δ interval of
Number of
samples

[5, +) 0
[-0.75,
-0.25)

988

[4,5) 0
[-1.25,
-0.75)

128

[3,4) 8 [-2, -1.25) 32

[2,3) 14 [-3, -2) 18

[1.25,2) 27 [-4, -3) 6

[0.75,1.25) 124 [-5, -4) 0

[0.25,0.75) 891 [-4, -) 0

[-0.25,0.25) 2764

Table 1: Steps of fast median filtering.

Step Implementation method

First
step

Establish a (2n+2)× (2n +1) filter window and move 2 steps along the image line sequence

Step 2 After each move, first sort all elements in the window to get the (2n+2)× (2n +1) element sequence

Step 3
Using (2n+1) elements other than ((2n+1)× (2n+1), respectively, move the median pointer by the method described above to

obtain the last median pointer;

Step 4 Go to the first window element and carry out one, two or three steps for the whole image in order until the end.
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and weighted average method can improve the problem of
image detail blur. The expression is:

g m, nð Þ = 〠
M

i=−M
〠
N

j=−N
W i, jð Þf m − i, n − jð Þ ð4Þ

In publicity (2), w (i,j) represents the value to be
weighted for the corresponding pixel, which can be changed
appropriately as needed. Generally speaking, in order to
keep the average gray value of the processed image
unchanged, the sum of each coefficient in the template is 1.

Median filtering, this algorithm can simultaneously
remove the noise of the image and protect the image target
boundary from being blurred. The nonlinear processing
technology is adopted, and its expression is:

f x, yð Þ =median Sf x,yð Þ
n o

ð5Þ

Where s is the field of point (x, y).
The steps of fast median filtering can be divided into 5

steps, as shown in Table 1 below:
Compared with the traditional median filter, the fast

median filter algorithm can find the median of two windows
in one arrangement, and the processing speed is also signif-
icantly improved. However, in the process of use, it should
be noted that the window size should be appropriate, and
too large window will also lead to the loss of effective signal,
which will increase significantly.

This involves four concepts: shape sum, shape difference,
shape opening and shape closing. Shape opening is expan-

sion state and shape difference is corrosion state

F,G ⊆ E2, f x, yð Þ ð6Þ

I.e. form and (expansion):

f ⊕ g x, yð Þ =max i, jð Þ f x − i, y − jð Þ + g i, jð Þ½ � ð7Þ

Poor morphology (corrosion):

f ⊖ g x, yð Þ =min i, jð Þ f x − i, y − jð Þ + g i, jð Þ½ � ð8Þ

Form on:

f⊚g x, yð Þ = f ⊕ g f ⊖ g x, yð Þ½ � ð9Þ

Morphological closure:

f ⊙ g x, yð Þ = f ⊖ g f ⊕ g x, yð Þ½ � ð10Þ

For the shape, because the shape on and shape off have
the corresponding smoothing function, the singular points
in the shape can be detected. Shape opening can remove
all edge burrs and isolated patches in the image,

2.3.2. Image Edge Extraction. The identification of image
boundary information is a key attribute to obtain image fea-
tures in image recognition. It exists in the target, target,
background and region. It is very key in image analysis
and human vision. Generally, the boundary of the image is
divided into two characteristics: orientation and amplitude.
The image changing along the boundary orientation is uni-
form, while the image perpendicular to the boundary orien-
tation changes sharply. The boundary detection operator
checks the neighborhood between pixel points and measures
the gray change rate. It also includes the definition of orien-
tation and the way of convolution using directional deriva-
tive or mask. Robert boundary detection operator is also
an operator that uses local difference operator to find pixel
boundary. Its expression is:

G f x, yð Þ½ �½ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f x, yð Þ − f x − 1, y − 1ð Þ½ �2 + f x − 1, yð Þ − f x, y − 1ð Þ½ �2

q
ð11Þ

Where f (x, y) is an input image with integer pixel
coordinates.

2.4. Optimal Threshold Segmentation Algorithm. When pro-
cessing the image, we will pay attention to the conspicuous
part of the image, and ignore other details. However, the

Table 3: Specific implementation method of improved optimal threshold segmentation algorithm.

Step Implementation method

First
step

The system is initialized and the initial image is segmented row by row and column by column using the traditional optimal
threshold segmentation algorithm

Step 2 Use T0
i segment the next frame image to get T

Step 2 To T0
i is assigned T, and the second step is repeated

Group A

Group B

Group C

Figure 6: Intercepted images.
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neglected parts may also have corresponding characteristic
meanings. For the overall graph, they can be called the fore-
ground or target of the graph, while other parts of the graph
that are not interested are called the background of the over-
all graph, which is the graph segmentation task. To segment
the picture, the first step is to divide the picture into several
special regions in advance. These regions should have special
properties, and then extract the key targets. This method is
threshold segmentation. The first key of the threshold seg-
mentation algorithm is to set the threshold points first, and
compare the threshold with the gray value on the pixel
points one by one, while the image cutting expands each
image in parallel, and the cutting results can directly obtain
the image area. In the process of segmentation, we hope to
reduce false segmentation as much as possible, so the opti-
mal threshold method can just avoid this problem. Shown
in Figure 5 below:

p zð Þ = Pbpb zð Þ + Popo zð Þ

p zð Þ = Pbffiffiffiffiffiffi
2π

p
σb

exp −
z − μbð Þ2
2σ2b

" #
+ Poffiffiffiffiffiffi

2π
p

σo

exp −
z − μoð Þ2
2σ2o

" #

ð12Þ

If μb < μo,

Eb Tð Þ =
ðT
−∞

po zð Þdz

Eo Tð Þ =
ð∞
T
pb zð Þdz

ð13Þ

Then the total error probability is:

E Tð Þ = PoEb Tð Þ + PbEo Tð Þ ð14Þ

In order to minimize the threshold of the error, e (T) can
be derived from t so that the derivative is zero, and the noise

of the whole image comes from the same noise source, then:

σb = σo ð15Þ

Then you can get:

T = μb + μo
2 + σ2

μb − μo
ln Po

Pb

� �
ð16Þ

Verification probabilityPb = Po Or the noise variance is
0, then:

T = μb + μo
2 ð17Þ

3. Improved Algorithm of Optimal
Threshold Segmentation

In the optimal threshold segmentation algorithm, in order to
solve this problem, each row and column of the image are
regarded as an image unit, respectively, and the impact of
the change of contrast will be greatly reduced. However,
when a row or a column of pixels is used as a pixel unit, it
will take a lot of time to complete the parameter comparison
of the mixed probability density function between the target
and the background, which will greatly increase the pressure
of the system, and the corresponding real-time performance
will become worse. Then the algorithm for improving the
optimal prediction threshold will clarify the definition of
the optimal prediction threshold, But at the same time, it
also increases the real-time performance of calculation. First,
the initial value of the threshold value shall be initially
divided, and its expression is:

T = Tmin + Tmax
2 ð18Þ
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Traditional optimal threshold segmentation algorithm

Figure 7: Running time.
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Then iterate:

T = u1 + u2
2 ð19Þ

3.1. Concept of Optimal Threshold in Segmentation. In gen-
eral, the pixel gray distribution of the image follows the nor-
mal distributionX ~Nðμ, σ2Þ Where x is the gray sample
population. Then the confidence is:

1 − α = 0:995 ð20Þ

The confidence interval of gray value obtained can be
identified as the interval of gray value:

Int− �X − uα/2

ffiffiffiffiffi
S2

n

r !
, Int+ �X + uα/2

ffiffiffiffiffi
S2

n

r !" #
ð21Þ

Overall mean:

�X = 1
n
〠
n

i=0
xi ð22Þ

Where xi is the sample, n is the number of samples, as μ
Estimate of. be σ2The estimated value of 2 is:

S2 = 1
n − 1〠

n

i=0
xi − �X
� �2 ð23Þ

last:

T = Int+ �X + uα/2

ffiffiffiffiffi
S2

n

r !
+ 1 ð24Þ

Table 4: Identification and detection results of three algorithms.

Serial
number

Optimal threshold segmentation
algorithm

Improved optimal threshold
segmentation algorithm

Traditional optimal threshold
segmentation algorithm

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

A 78% 58 98% 48 58% 95

B 69% 50 97% 47 47% 83

C 70% 62 99% 58 62% 97

Group C

Group B

Group A
School

Figure 9: Image data.
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Figure 8: Recognition accuracy.
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3.2. Improved Optimal Threshold Segmentation Algorithm
for Sequential Images. At this time, the light of two light
sources is fixed, and the light of two images is fixed, then
make:

Ti i = 90,∧,239ð Þ
T∗
i i = 90,∧,239ð Þð

ð25Þ

Where Ti andT
∗
i The relative error of is:

δ = Ti − T∗
i

Ti
× 100% ð26Þ

For this algorithm, extract δ 5000 independent samples
of δ It is divided into 15 sections, as shown in Table 2 below:

As shown in Table 3 below:

Table 5: Identification and detection results of three algorithms.

Serial
number

Optimal threshold segmentation
algorithm

Improved optimal threshold
segmentation algorithm

Traditional optimal threshold
segmentation algorithm

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

A 85% 69 99% 58 61% 95

B 78% 77 97.9% 56 53% 83

C 79% 93 99.5% 63 64% 97
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Figure 10: Running time.
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Figure 11: Recognition accuracy.
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4. Experimental Simulation

In order to test the accuracy and operation speed of the algo-
rithm of the development system, the optimal threshold seg-
mentation algorithm, the improved optimal threshold
segmentation algorithm and the traditional optimal thresh-
old segmentation algorithm are used to intelligently identify
the types of urban buildings and urban traffic signs. Urban
buildings can generally be divided into civil buildings, indus-
trial buildings and agricultural buildings, Civil buildings can
be subdivided into residential buildings and public build-
ings; Urban traffic signs can generally be divided into seven
categories: warning signs, prohibition signs, indication signs,
direction signs, tourist area signs, road construction safety
signs and auxiliary signs.

4.1. Intelligent Recognition of Urban Building Types. This
experiment will be divided into three groups for recognition.
The above three algorithms will recognize and analyze the
images intercepted in the aerial view of urban buildings.
The intercepted images are shown in Figures 6–8:

From the Table 4, comparing the three algorithms, the
slowest running speed of the improved optimal threshold
segmentation algorithm is 58 MS/frame, the fastest is 47
MS/frame, and the average running speed is 50ms/frame;
The slowest running speed of the optimal threshold segmen-
tation algorithm is 62 MS/frame, the fastest is 50ms/frame,
and the average running speed is 56 MS/frame; The slowest
running speed of traditional threshold segmentation algo-
rithm is 97ms/frame, the fastest is 83ms/frame, and the
average running speed is 92ms/frame. In the recognition
accuracy, the improved optimal threshold segmentation
algorithm also has the highest accuracy. Therefore, the opti-

mal threshold segmentation algorithm is the best regardless
of the real-time and accuracy of detection.

4.2. Intelligent Identification of Urban road Sign Types. They
will be divided into three groups for identification, and the
urban road sign images will be intercepted for identification
and analysis. The intercepted road sign images are shown in
Figure 9 below:

The detection results of the three algorithms are shown
in Table 5, Figures 10 and 11.

From the experimental data, the recognition results and
running speed of the improved optimal threshold segmenta-
tion algorithm are more accurate and faster than the other
two algorithms. The slowest running speed of the optimal
threshold segmentation algorithm is 93ms/frame, the fastest
is 69ms/frame, and the average running speed is 73ms/
frame; The average running speed of the improved optimal
threshold segmentation algorithm is 59 MS/frame; The aver-
age running speed of the traditional threshold segmentation
algorithm is 91 MS/frame. In the recognition accuracy, the
improved optimal threshold segmentation algorithm also
has the highest accuracy. Therefore, the optimal threshold
segmentation algorithm is the best regardless of the real-
time and accuracy of detection.

4.3. Compare the Response Speed of the Three Algorithms. In
order to verify the real-time and accuracy of the improved
optimal threshold segmentation algorithm, the improved
optimal threshold segmentation algorithm will be compared
with the improved optimal threshold segmentation algo-
rithm and the traditional optimal threshold segmentation
algorithm. The experimental environment will be in CPU:
PIV 1.7 g; Memory: 512M; The image size is 320× 240.

When building the system, the algorithm is the founda-
tion and foundation of a system. The response speed of the
algorithm determines the quality of the system. Therefore,
it is also very important to compare the response speed of
the algorithm. Five groups of experiments will be conducted,
with no unit of milliseconds. The experimental data results
are shown in Figure 12 below:
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Figure 12: Experimental data results.

Table 6: Accuracy results of three algorithms.

Algorithm Accuracy

Optimal threshold segmentation algorithm 98.61%

Improved optimal threshold segmentation algorithm 99.95%

Traditional optimal threshold segmentation algorithm 94.25%
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The improved optimal threshold segmentation algo-
rithm also has the lowest response time.

The accuracy results of the three algorithms are shown
in Table 6 and Figure 13:

In terms of the accuracy of the number of processed
image frames, the improved optimal threshold segmentation
algorithm has higher accuracy than other traditional optimal
threshold segmentation algorithms and the improved opti-
mal threshold segmentation algorithm, and the processing
accuracy is also increasing according to the increase of the
number of processed frames. The accuracy of the improved
optimal threshold segmentation algorithm is higher than
other traditional optimal threshold segmentation algorithms
and the improved optimal threshold segmentation algo-
rithm, and the processing accuracy is also increasing accord-
ing to the increase of the number of processing frames.

4.4. Evaluation Results. In this experiment, the algorithm
intelligent recognition experiment is carried out under the
rainy and sunny conditions, as well as the congestion and
unblocked conditions of road conditions in the urban envi-
ronment. Rainy days, low visual conditions, sunny days,
high visibility; Road congestion has a certain impact on the
response time and accuracy of intelligent identification algo-
rithm, but the improved optimal threshold segmentation
algorithm in this paper is better than the other two algo-
rithms, so the improved algorithm is very necessary for
building the system.

For different scenarios, the accuracy of the improved
optimal threshold segmentation algorithm is greatly
improved. Compared with the unmodified optimal thresh-
old segmentation algorithm, it is improved in terms of algo-
rithm response speed, real-time performance, algorithm
stability and accuracy. Therefore, the optimal threshold seg-
mentation algorithm after the well meets the needs of build-
ing the system, and can be useful in the process of intelligent
recognition. This improvement is also necessary, which is

conducive to laying the foundation for the subsequent sys-
tem construction.

5. Conclusion

After the analysis of the above four stages, first of all, the
intelligent identification and management construction of
smart city will be of great help to people’s production and
living. It is very convenient for people and can effectively
improve the quality of life. For smart city intelligent identifi-
cation management, this is indeed a very large and complex
project. It can not be completed only by relying on people’s
hands in many aspects such as urban environment, roads,
transportation and so on. Machine vision is the crystalliza-
tion of human wisdom. As a branch of artificial intelligence,
it collects and analyzes all kinds of information in the city by
means of wireless sensor devices, and solves a great problem.
As one of the emerging technologies, machine vision will
also become a hot research object in the future. It can be
applied not only to the construction of smart cities, but also
to many large manufacturing industries such as industrial
manufacturing, which can provide great help in economic
development and construction.

Nevertheless, today, with the development of science and
technology, the existence of artificial intelligence can be felt
only in the first and second tier cities. For cities with slightly
backward development, artificial intelligence is not so com-
mon. Therefore, in the future, scientific and technological
innovation still needs continuous efforts and learning, so as
to stand first in the world and truly improve people’s quality
of life, Therefore, the development of machine vision still
has a long way to go.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Figure 13: Accuracy rate of frame number of processed image.
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