
Research Article
A Novel Technique for Handwritten Digit Recognition Using
Deep Learning

Syed Sohail Ahmed ,1 Zahid Mehmood ,2,3 Imran Ahmad Awan ,1

and Rehan Mehmood Yousaf 4

1Department of Computer Engineering, College of Computer, Qassim University, Buraydah, Saudi Arabia
2Department of Computer Engineering, University of Engineering and Technology, Taxila 47050, Pakistan
3The FAMLIR Group, The University of Lahore, Lahore 54000, Pakistan
4University Institute of Information Technology, Pir Mehr Ali Shah Arid Agriculture University, Rawalpindi 44000, Pakistan

Correspondence should be addressed to Zahid Mehmood; zahid.mehmood@uettaxila.edu.pk

Received 29 October 2022; Revised 21 December 2022; Accepted 13 January 2023; Published 30 January 2023

Academic Editor: Sana Ullah Jan

Copyright © 2023 Syed Sohail Ahmed et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Handwritten digit recognition (HDR) shows a significant application in the area of information processing. However, correct
recognition of such characters from images is a complicated task due to immense variations in the writing style of people.
Moreover, the occurrence of several image artifacts like the existence of intensity variations, blurring, and noise complicates
this process. In the proposed method, we have tried to overcome the aforementioned limitations by introducing a deep
learning- (DL-) based technique, namely, EfficientDet-D4, for numeral categorization. Initially, the input images are annotated
to exactly show the region of interest (ROI). In the next phase, these images are used to train the EfficientNet-B4-based
EfficientDet-D4 model to detect and categorize the numerals into their respective classes from zero to nine. We have tested the
proposed model over the MNIST dataset to demonstrate its efficacy and attained an average accuracy value of 99.83%.
Furthermore, we have accomplished the cross-dataset evaluation on the USPS database and achieved an accuracy value of
99.10%. Both the visual and reported experimental results show that our method can accurately classify the HDR from images
even with the varying writing style and under the presence of various sample artifacts like noise, blurring, chrominance,
position, and size variations of numerals. Moreover, the introduced approach is capable of generalizing well to unseen cases
which confirms that the EfficientDet-D4 model is an effective solution to numeral recognition.

1. Introduction

Character recognition of various languages is highly
explored by researchers [1–3]; however, the most prominent
area is HDR. HDR plays a fundamental part in the area of
information manipulation as a huge amount of data is avail-
able in the form of printed text or pictures [4]. Furthermore,
analyzing digital information is more cost-effective than
processing information manually from the printed paper.
The objective of HDR approaches is to recognize and trans-
late the handwritten digits into machine-understandable
presentations. Nowadays, HDR grasps the extensive focus
of the research community because of its multiple applica-
tions. These frameworks are capable of recognizing what is

written on printed pages and allow scientists to explore sig-
nificant information saved on historic documents and files,
which appears unrecognizable to human eyes [5]. Further-
more, HDR techniques are important for the digital revolu-
tion of any business and institute. Computerized HDR
frameworks can assist in many areas, for example, auto-
mated detection of number plates of vehicles [6] and recog-
nition of the digits written on medical receipts which can aid
the chemists, patients, and staff. Moreover, psychologists can
use HDR systems to analyze the patient’s personality [7].
However, the above-mentioned areas have large databases;
that is why automated HDR systems need to be efficient
and effective with a small execution time and consistent
results. In recent years, several HDR systems have been
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presented to assist in a variety of applications. Such systems
have the demand of exhibiting improved numeral recogni-
tion and classification accuracy in a consistent manner
[6–8]. Automated recognition of historical handwritten
scripts is a challenging task because of the varying handwrit-
ing characteristics, languages, and styles that are vulnerable
to intrawriter and interwriter differences [9]. Moreover, the
handwritten numerals found on electronic documents and
images are different in terms of their location, size, space
from the file margins, and width, which increase the diffi-
culty of distinguishing them accurately [10]. Due to this
diversity, handwritten digit-detection and classification sys-
tems are customized for specific applications to improve
the overall performance of the system [6, 11].

In the area of HDR, pattern recognition and image pro-
cessing play an important role in memorizing patterns in
handwriting. Recently, several HDR frameworks [12–20]
have been presented to recognize handwritten numerals. A
typical HDR system involves the following main phases: data
preparation, segmentation, key point computation, and cat-
egorization [21, 22]. Rapid developments in the area of HDR
demonstrate progression in learning algorithms [5, 9, 23]
and the accessibility of huge databases [24, 25]. The research
community has introduced several solutions utilizing hand-
crafted key point-based methods [13–16, 26], dense network
approaches [18–20, 27], etc. Some of the most often used
handcrafted features in character identification include zon-
ing features [28, 29], projections [30], Fourier descriptors
[31, 32], contour direction histogram [9, 33], chain coding
[33, 34] and invariant moments [35]. These key points can
be combined to create a reliable set of features that can be
used to train a classifier. The computation of the features
can significantly affect a classifier’s performance. Numerous
classification algorithms, including support vector machines
(SVMs) [13–16], k-nearest neighbors (KNNs) [36], decision
trees (DT) [37], and random forest (RF) [13] have been
adopted. A reliable set of features should represent all char-
acteristics of handwriting that are specific to a particular cat-
egory and be as discriminatory as possible against all other
classes [38]. However, handcrafted feature-based approaches
are found ineffective due to the substantial amount of time
required for data preparation and increased training time.
Moreover, these approaches are unable to effectively locate
the numerals from distorted images.

Now, DL is a rapidly expanding field among other
machine-learning (ML) approaches for achieving improved
performance in the areas of pattern recognition [39, 40]
and character detection [23, 41–43] due to its discriminative
key point computation and classification properties. Among
other frameworks of DL, deep neural networks (DNNs) are
more time-consuming due to the increased number of hid-
den units and links [44]. From the DL family, the CNN
approaches are currently more popular for image analysis
since these models employ fewer hidden layers than a
DNN and have fewer parameters [40]. Moreover, these
approaches are proficient to compute location-invariant
key points in a viable timeframe because of their effective
pattern-recognition capabilities. Furthermore, CNNs are
proficient in mapping input information to the output using

temporal subsampling and thus are not affected by distor-
tions or basic geometric modifications such as rotation,
translation, squeezing, or scaling operation [45]. Since hand-
written numerals can be found in a variety of styles and
orientations, therefore, several CNN algorithms have been
extensively investigated by researchers to address challenges
in the domain of automated HDR [46–48]. Authors [16]
suggested a CNN and SVM-based HDR system and showed
improved classification results. In [5], another CNN-based
approach, namely, the binary convolutional neural network
(BCNN), for HDR is proposed. This approach generated
high recognition results but was unable to learn the
advanced characteristics of input samples. In [47], the
authors suggested two designs for HDR using feedforward
NN along with the CNN model for key point computation
and categorization. The results show that CNN outperforms
FWNN when it comes to handwritten numeral identifica-
tion. In [48], an ensemble technique for HDR composed of
various CNN architectures to improve classification effi-
ciency at the expense of greater computational cost is devel-
oped. Although these prior studies [5, 47, 48] have attained
excellent recognition precision, there is still potential for
the development of automated HDR in terms of speed and
accuracy performance. Several approaches have been pre-
sented in history for the effective and efficient detection of
numerals from images, where most of the works are based
on DL approaches. The main shortcoming of DL-based
HDR techniques is their inefficiency and significant process-
ing times. Moreover, many contributions in the literature for
the recognition of handwritten and printed text recognition
focus primarily on simple characters with no anomalies or
noise [49]. However, in real scenarios, the handwritten char-
acters can be broken/distorted and produced in unrestricted
conditions such as noise, blurriness along with varying illu-
mination conditions, contrast, and intensity. These factors
cause identification algorithms to exhibit multiple contradic-
ting behaviors, thus affecting overall recognition accuracy.
Rani et al. [46] proposed a deep CNN model based on Alex-
Net for the identification of characters having broken and
messy appearances. The accuracy of the model is reported
at 92% of the synthetically gathered database. Similarly, in
[23], an object recognition framework was adopted for the
identification of handwritten numerals under the presence
of noise and distortions. This approach attains compara-
tively higher recognition results but at the charge of
enhanced computational burden.

The proposed study varies from previous research [23,
46–48] as it demonstrates the usefulness of CNN in terms
of high accuracy as well as computational and processing
complexity for categorizing handwritten numerals. The
main motivation of this work is to present an efficient and
effective solution to the aforementioned issues of numeral
recognition. For this, we suggested an efficient CNN frame-
work for HDR that is inspired by the EfficientDet model
[50], which produces higher recognition rates in comparison
to the existing latest approaches. In the EfficientDet-D4
model, the EfficientNet-B4 CNN backbone aids in the
extraction of more reliable information from the input
handwritten numeral image. The proposed DL framework
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can accurately detect and identify handwritten numbers in
the presence of distorted backgrounds because it uses multi-
scale feature fusion during feature computation. The exper-
imental findings validate the effectiveness of the proposed
approach for dealing with complex situations such as
changes in size, orientation, writing formats, and styles and
huge matching among the structures of various digits. More-
over, the presented framework is also robust against noise
and blurring in the input samples and can efficiently recog-
nize numerals by minimizing the execution time due to its
shallow architecture.

The following are the main contributions of the pro-
posed technique:

(1) We presented an end-to-end deep learning framework
based on the EfficientDet-D4 model for precise identi-
fication and classification of handwritten numerals

(2) The presented approach uses the lightweight back-
bone EfficientNet-B4 to compute robust and dis-
criminative key points that improve the overall
performance of HDR while reducing model training
and execution time

(3) To exhibit the usefulness of the presented frame-
work, a rigorous quantitative and qualitative com-
parison of the provided technique was undertaken
using a standard benchmark MNIST database. The
findings show that the proposed CNN model
improves recognition rates when compared to previ-
ous CNN-based algorithms

The remaining structure of this study is as follows: Sec-
tion 2 presents an overview of the related work that has been
done to identify handwritten numbers from images. Section
3 provides details of the proposed methodology adopted for
the recognition purpose. In Section 4, the experimental set-
ting and findings are discussed, and lastly, the study is con-
cluded with some recommendations in Section 5.

2. Related Work

Significant work has been done in the past for the develop-
ment of automated HDR systems. Boukharouba and Bennia
[9] suggested a handcrafted feature-based approach for
HDR. A distinctive key point set was generated by employ-
ing the chain code histogram (CCH) [33] approach along
with the pixel’s transition information in the horizontal
and vertical directions. The SVM classifier was then trained
to classify extracted key points. This approach [9] is capable
of accurately recognizing handwritten numerals; however, it
necessitates extensive training on a larger database. In [51],
the author proposed an ensemble classification method
using bagging for improved accuracy. A hybrid system based
on bagged-SVM, bagged-RBF, and RBF-SVM was designed
and evaluated on different real and benchmark datasets.
The performance evaluations demonstrated that the sug-
gested hybrid RBF-SVM classifier performs well in terms
of classification results; however, the generalization power
needs further enhancements. Similarly in [52], the authors

introduced a new approach for identifying handwritten
digits by combining different feature-extraction methods
and employing ensemble classifiers. Six feature sets were
obtained in total, and the MNIST database was used to
evaluate this model. The results demonstrated improved
recognition performance; however, noise, distortion, or an
unusual writing style cause performance degradation. Dine
et al. [53] presented a novel feature computation method
based on structural and statistical approaches. Initially, the
preprocessing was performed to binarize, crop, and normal-
ize the input data. Then, four different feature sets were
computed by using cavity [54], zoning [28], Freeman chain
coding (FFC) [34], and profile projection [55] methods.
Lastly, KNN was used for the classification of key points.
This approach [53] attained a recognition accuracy of 95%
using FFC on the MNIST database. However, it may not
perform well on challenging databases. Hou and Zhao [56]
employed a combination of both handcrafted and deep fea-
tures for the recognition of handwritten numerals. The
Gabor feature-extraction algorithm was used to compute
the handcrafted key points. The CNN classifier was trained
using the calculated key points. This method [56] enhanced
the accuracy of number identification; however, it has an
increased computational cost. Pham et al. [57] suggested a
dropout regularization strategy to improve the resilience of
RNNs for HDR. This approach increases RNN accuracy by
significantly lowering character and word error rates.
Shamim et al. [13] developed an offline HDR technique
using several ML algorithms such as multilayer perceptron
(MLP), Naive-Bayes, Bayes-Net, SVM, J48, RF, and random
tree. The results showed that MLP outperforms other classi-
fiers in recognition performance. In [58], the authors pre-
sented a convolutional recurrent neural network (CRNN)
that combined the advantages of deep CNN with RNN. This
technique [58] was also used for scene text categorization
and outperformed existing approaches for number recogni-
tion; however, this technique is computationally complex.

Wang et al. [59] introduced the quantum k-neighbor
technique for HDR. The method in [59] has minimized the
economic burden in comparison to the traditional k-near-
est neighbor algorithm; however, the performance needs
further improvement. Another technique for HDR was pro-
posed in [60]. In the first step, the multizoning technique
[61] was applied for the key point calculation. In the next
step, SVM and MLP classifiers were trained over the com-
puted features to locate the handwritten digits. The method
in [60] exhibits better numeral recognition performance but
may not show better detection accuracy when digits form a
triangle shape. Assegie and Nair [37] introduced an
approach for HDR. Image pixels were employed as feature
vectors to train the DT for digit localization and detection.
This approach [37] is simple to implement; however, recog-
nition accuracy needs further enhancement. Ali et al. [42]
proposed a framework for localizing and recognizing the
numerals, in which the Java-based DL4J model was utilized
for the key point computation. In the next step, the extracted
features were utilized to train CNN to classify the detected
digits. It is concluded in [42] that for small-sized databases,
CNN with minimum layers exhibits better detection
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accuracy. Another DL-based framework was introduced in
[62] to automatically locate the digits from input samples
named as the deep convolutional self-organizing map
(DCSOM) framework. The method explained in [62]
employed the DCSOM model to compute the local histo-
grams and deep key points to exhibit the categorization
results. This method [62] works well for digit categorization
under the occurrence of noise but may not perform well
under rotational variations. Hafiz and Bhat [18] proposed
an effective hybrid classifier by applying DL with the
Q-learning-based reinforcement learning method [63]. This
work [18] shows better digit categorization accuracy under
the occurrence of rotational alterations but at the expense of
increased economical burden. A 3-layered spiking neural net-
work (SNN) for recognizing the numerals was proposed in
[19]. It is concluded in [19] that the SNN-based DL model
works well for numeral classification in comparison to tradi-
tional ANN frameworks with backpropagation (BP) tech-
niques. However, such solutions may not perform well over
large benchmark classification problems. Other researchers
modified the BP algorithm by adopting the variable step size
approach and the Newton method to improve the network
convergence speed [27]. Although this methodology enhanced
the algorithm’s handwritten numeral recognition perfor-
mance, it requires more memory and is therefore inadequate
for large-scale applications. In [20], a rapid handwritten
numeral identification technique was proposed based on affin-
ity propagation (AP) clustering and the BP neural network.
However, the aforementionedmethods [20, 27] lack the ability
to represent robust features and are quickly influenced by
external factors such as noise and blurriness, making them
unable to achieve better recognition accuracy. Moreover, the
described studies [20, 27] include limitations in terms of accu-
racy and computing time that can be further improved.

Jain et al. [64] presented a rotational invariant architec-
ture using the CNN model for the identification of hand-
written digits and captcha recognition. The approach
employs multiple instances of the LeNet model [4]; each
model is trained on different rotation angles and is, thus,
robust to high-degree variation in the orientation of digits.
Ali et al. [41] introduced a CNN with an extreme learning
machine- (ELM-) based method for the recognition of hand-
written numbers. For the extraction of discriminative key
points, an enhanced CNN based on the LeNet model [4]
having 5 hidden layers and an ELM classifier for key point
classification into 0-9 classes was built. This strategy [41]
improves the classification accuracy; however, the model
suffers from the overfitting problem. The authors also inves-
tigated the effect of increasing hidden layers on model per-
formance and discovered that increasing hidden layers
reduces model performance for HDR. Similarly, in [65],
the authors suggested an ANN and ELM-based technique
for the classification of MNIST handwritten digits. The
results showed that ELM attains better classification accu-
racy and less processing time than the ANN approach.
Albahli et al. [23] proposed a region-based CNN, namely,
Faster-RCNN, for the HDR system. The authors employed
an improved key point extraction network based on
DenseNet-41 for the computation discriminative feature

set. The region proposal network was then used to produce
the ROI and classify the handwritten numerals. This method
[23] correctly recognized digits under complex transforma-
tions including rotation and scale variations; however, it
relies on a predetermined set of anchor boxes and thus
involves extensive hyperparameter choices during the train-
ing process. Table 1 presents the comparison of existing
approaches and their limitations. We reviewed numerous
automated approaches for accurately distinguishing hand-
written numbers; nevertheless, performance can still be
further improved in terms of accuracy and computing com-
plexity. Existing methods either necessitate extensive pre-
processing or are ineffective when dealing with distorted
backgrounds or complex situations such as changes in size,
orientation, writing formats, styles, noise, and blurriness.
Furthermore, these methods require considerable training
and are susceptible to model overfitting, resulting in poor
performance on unseen data that can be enhanced.

3. Method and Material

To design the numeral recognition system, we have followed
two main phases: (i) preparing data and (ii) handwritten
digit localization and classification. The entire flow of the
introduced approach is explained in Figure 1 while the
mathematical model formulation is shown in Algorithm 1.
In the first phase, annotations are designed to exactly locate
the area containing each numeral. Next, the created annota-
tions are used to perform the training of the introduced
approach, namely, the EfficientNet-B4-based EfficientDet-
D4. The EfficientDet-D4 model consists of three stages to
perform the detection and categorization of HDR. Initially,
EfficientNet-B4 is used as the base network to calculate the
features from the input image. The EfficientDet-D4
framework accepts two types of inputs, namely, the input
and annotated samples. Then, the BiFPN unit of the
EfficientDet-D4 approach executed the top-down and
bottom-up feature concatenation numerous times to calcu-
late the final feature vector. Next, the prediction module
performs the localization and classification of numerals via
employing the computed key points, and obtained perfor-
mance results are determined by using the standard metrics
employed in the field of deep learning. A detailed demon-
stration of phases followed by the introduced work is
explained in Algorithm 1, while the in-depth details of all
steps are discussed in the subsequent sections.

3.1. Dataset. To analyze the classification accuracy of the
presented framework, several experiments are performed
over the challenging database, namely, the MNIST
(Modified National Institute of Standards and Technology)
dataset [24]. This dataset contains 10 classes of numerals
presenting digits from 0 to 9. MNIST is a standard and the
largest dataset of handwritten digits that is also heavily
explored by the research community to train numerous
image-processing models. The used dataset consists of a
total of 70,000 samples of which 60,000 images are from
the training part, while the remaining 10,000 samples are
from the test set. The images from the MNIST dataset are
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challenging in nature as these are subject to variations in the
size, scale, and angle of digits. Moreover, the images are suf-
fering from blurring, noise, and intensity variations as well
which present it as a complex database for numeral classifi-
cation. We have presented some sample images from the
MNIST dataset in Figure 2.

3.2. Annotations. For the training procedure, it is necessary
to correctly determine the location of digits from the input
images. To accomplish this, the labeling [26] program is

used to make the annotations of digit image portions to pre-
cisely indicate the ROIs. The generated values are stored in
XML files having Bbox values along with the class of the
region. After that, these files are used to generate the training
file which is required for framework training.

3.3. EfficientDet. Accurate and efficient feature extraction is
essential to classify the input samples as digit categories.
Simultaneously, getting the more descriptive feature set is a
difficult task due to some reasons like the calculation of a

Table 1: Comparison of existing approaches of handwritten digit recognition.

Reference Method Dataset Results Limitations

Boukharouba
and Bennia [9]

Handcrafted features using chain
code histogram with SVM classifier

Handwritten Farsi
digit dataset, i.e.,

Hoda
Accuracy = 98:55 Unable to distinguish

between similar classes

Govindarajan [51]
Ensemble classifier using bagged-
SVM, bagged-RBF, and RBF-SVM

MNIST dataset Accuracy = 98:0% Lack of robustness to
unseen samples

Cruz et al. [52]
Gradient directional features with

MLP classifier
MNIST dataset Accuracy = 99:68% Performance degrades

on distorted samples

Dine et al. [53]
Structural and statistical features

with KNN classifier
MNIST dataset Accuracy = 95%

Computationally
inefficient due to large

vector size

Hou and Zhao [56]
Hybrid feature using Gabor filter and

CNN with ANN classifier
MNIST dataset Accuracy = 99:23%

Performance degrades
for samples with
intense rotation

variation

Pham et al. [57] RNN

Handwriting
datasets, i.e.,

RIMES, IAM, and
OpenHaRT

Character error rate = 9:17%
(best on OpenHaRT)

Needs performance
improvement

Shamim et al. [13]
Compared several ML algorithms
such as MLP, Naive-Bayes, Bayes-
Net, SVM, J48, RF, and random tree

Digits-A dataset Accuracy = 90:37%
Needs performance
evaluation on other
complex datasets as

well

Shi et al. [58] CRNN based on CNN with RNN
Datasets such as

IIIT-5k, Street View
Text, and ICDAR

Accuracy = 98:7%
Limited for practical
applications due to
high inference time

Arbian et al. [60]
Handcrafted features using

multizoning technique and SVM and
MLP classifier

MNIST dataset Accuracy = 95:35%
Model performance

degrades on shape and
size variations

Assegie and Nair [37]
Spatial features with decision tree

classifier
MNIST dataset Accuracy = 83:4% Performance needs

improvement

Ali et al. [41] CNN with ELM classifier MNIST dataset Accuracy = 99:8%
Requires performance
generalization on

unseen data

Aly and Almotairi [62]
Deep convolutional self-organizing

map
MNIST dataset Error rate = 0:57%

Performance degrades
on geometrical

variability such as
rotation

Jain et al. [64] Modified LeNet-CNN MNIST dataset Accuracy = 99:5%
Low performance on
intense rotational

variations

Malik and Roy [65]
Spatial and spectral features with

ANN and ELM classifier
MNIST dataset Accuracy = 98:4% (ELM)

Performance needs
improvement

Albahli et al. [23] DenseNet-faster RCNN MNIST dataset Accuracy = 99:78%
The method is
computationally

expensive
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large feature set which causes the model overfitting, and the
other one is a smaller-size feature set which causes the model
to miss learning some important image characteristics, i.e.,
size, color, and texture. So, it is essential to utilize an auto-
mated feature extractor instead of handcrafted feature-
extraction methods which can estimate the more representa-
tive features from the input images. The handcrafted
feature-estimation methods are not effective in precisely
localizing and categorizing the digits due to different factors,
i.e., position, shape, color, chrominance, etc. To overcome
these challenges, we have used the EfficientDet DL method
which can extract features from images under examination.

The convolution filters compute the features of the image by
exploring the structure of an object. Numerous object-
detection techniques have been introduced for the recognition
of several diseases. These methods are divided into one-stage
(YOLO [66], CornerNet [67], CenterNet [68], etc.) and two-
stage object detectors (Fast-RCNN [69], Faster-RCNN [70],
Mask-RCNN [39], EfficientDet [71], etc.). The reason for
choosing EfficientDet over one-stage methods is that these
approaches compromise the detection accuracy by exposing
the least time to perform classification, whereas the two-
stage methods show better digit-detection performance; how-
ever, these approaches are computationally complex due to

Input:
TrS, An

Output:
HDR recognition, EfficientDet-D4, class associated with detected HDRs.

TrS: samples used for model training.
An: a bonding box pointing to an area containing a digit.
HDR recognition: detected numerals.
EfficientDet: EfficientNet-B4/EfficientDet-D4 approach with the EfficientNet-B4 base.
Categorized HDRs: class associated with detected HDRs.
sampleDimension ←½i j�
Annotation generation

@←AnchorsEstimation(TrS, An)
EfficientDet-D4 framework

EfficientDet-D42←EfficientDet with EfficientNet-B4 (sampleDimension, @)
½Str Ste�← subdividing database as train and test parts

Model training and evaluations
For each image i in → Str

Computer features with EfficientNet-B4-model →Feff
Fused features ðFeff Þ⟶ FFeff

End for
Perform EfficientDet training on FFeff , and calculate time Teff
Ł Eloc ← locate digit (FFeff )
Em Edet ←Evaluate_Model (EfficientNet-B4, Ł_Eloc)
For each sample j in →Ste

(a) Determine features with trained model €⟶ £I
(b) ½Bbox, localization value, output label�⟵ predict ð£IÞ
(c) Show results with Bbox, output label
(d) ᶑ ⟵ ½ᶑ Bbox�

End for
Out €← test framework € employing ᶑ

Output class ← EfficientDet (Out €).

Algorithm 1: HDR classification using the EfficientDet-D4 model.

Class

Bbox
Conv Conv

Conv Conv

Input EfficientNet-B4 n-BiFPN Prediction module Output

Figure 1: Flow diagram of the proposed technique.
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their two-stage network architecture which makes them inap-
propriate for real-world examples. So, there is a demand to
present a method that will provide an efficient solution to digit
classification and recognition of handwritten images.

To tackle these problems, we have employed the Effi-
cientDet technique (proposed by the Google Brain team).
The EfficientDet method is a more robust and scalable
model due to the feature pyramid network (FPN) architec-
ture which calculates the multidirected feature fusion. The
proposed method has three main components, i.e., feature
estimation through EfficientNet-B4, bidirectional FPN
(BiFPN) used for both top-down and bottom-up feature
fusion, and the final component which is utilized to localize
and classify digits.

The following are the three modules of our method.

3.3.1. Feature Extraction through EfficientNet-B4. For the
extraction of features, we have utilized the approach,
namely, EffiicientNet-B4 as a backbone network of the
EfficientDet technique. The EfficientNet technique reliably
balances each dimension with a static set of scaling coeffi-
cients as compared to the traditional models which perform
scaling randomly. The employed feature extractor, namely,
the EfficientNet-B4, is empowered to calculate a discrimina-
tive set of sample key points while maintaining the mini-
mum set of framework parameters that assist to enhance
the recognition performance of the proposed solution. The
EfficientNet approach can easily handle the various transfor-
mations of the input images which allows it to robustly
tackle the problem of the nonexistence of the digit’s position
information. Moreover, the EffiicientNet model permits the
reemployment of the extracted key points which enables it
to be more appropriate for HDR detection and classification
and speed up the training method as well. An illustration of
the feature extractor EfficientNet-B4 is presented in Figure 3.

3.3.2. BiFPN. For the efficient detection and classification of
HDR, several object transformations like the location, shape,
structure of digits, sample background, and intensity varia-
tions must be taken into count. Hence, employing multiscale
feature extraction can play a vital role in correctly identify-
ing the digits. Typically, the traditional models only utilize
the top-down FPNs to combine the multistage features
which lacks being able to completely handle the scale varia-
tions of samples and causes missing to learn the important
aspects of object structure information. Therefore, such

architectures of models are not well generalized to recognize
the digits of varying size and with different angle orienta-
tions which ultimately cause degradation of the numeral
detection and classification performance. To deal with the
above-mentioned problems, the proposed approach gives
the idea of BiFPN which causes the information to move
in both the top-down and bottom-up directions by utilizing
consistent and well-organized links. Furthermore, the
BiFPN unit exploits trainable weights to calculate semantic
features which ultimately enhances the HDR performance
of the introduced framework. Hence, such a structure of
the framework allows selection of the more important set
of image features by the EfficientNet-B4 model which is
used as input by the BiFPN unit. The depth and width
of BiFPN are obtained, mathematically defined in the fol-
lowing equation:

wb = 64: 1:35∅
� �

, db = 3+∅: ð1Þ

Here, wb and db are depicting the width and depth of
the BiFPN unit, respectively, whereas ∅ which is the com-
pound element controls the scale sizes and has a value of
0 for the proposed approach.

3.3.3. Box/Class Prediction Module. The resultant features
are given to the box/class prediction network to find out
the Bbox values towards the digit areas along with the
respective class. The thickness of the current network is the
same as BiFPN; however, depth is calculated as follows:

DBbox = 3 + ∅
3

� �
: ð2Þ

3.4. Detection Procedure. The proposed technique is free
from other approaches, i.e., proposal generation and selec-
tive search. Moreover, the input along with the respective
annotations is put into the EfficientDet, which immediately
calculates the digit location and its respective class.

4. Experimental Results

In this section, we have provided a detailed description of
the employed dataset along with the metrics which are used
to assess the performance of the proposed model. Moreover,
we have performed a series of experiments to check the
numeral detection and classification performance of the pre-
sented approach. We have implemented the proposed
method in Python language and executed it on an Nvidia
GTX1070 GPU-based system. Table 2 displays the details
of the training parameters of the proposed work. We have
reported training and loss curves in Figure 4 to show the
optimized learning behavior of the proposed approach.

4.1. Evaluation Metrics. To evaluate the numeral identification
and categorization performance of the proposed approach, we
have employed numerous standard performance measure-
ments named intersection over union (IOU), accuracy,

Figure 2: Visual representation of samples from the MNIST
dataset.
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precision, recall, and mean average precision (mAP). The
framework classification performance is calculated by using
the following equation:

mAP≔ 〠
T

i=1

AP tið Þ
T

: ð3Þ

Equation (3) exhibits the computation of the mAP score, in
which AP is depicting the average precision value which is cal-
culated for all categories, whereas t is indicating the image
under evaluation. Furthermore, T symbolizes the total number
of samples. Figure 5 displays the visual depiction of IOU, pre-
cision, and recall.

4.2. Model Evaluation. To check the numeral recognition
and categorization results of the presented approach, we
have performed two types of evaluations, namely, the digit
localization results and the class-wise performance. This
analysis will assist the reader to determine the HDR localiza-
tion and classification performance.

4.2.1. Numeral Localization Results. An accurate HDR
system must be enabled to correctly identify the ROIs
(numbers) of different types. To check this, we have con-
ducted an analysis. We have taken all the test images of
the MNIST dataset and evaluated them on the trained
EfficientDet-D4 model, and a few samples are shown in
Figure 6. The localization results shown in Figure 6 clearly
explain that the proposed approach is empowered to detect
the digits of several types efficiently. Moreover, the tech-
nique is robust with regard to several image distortions with
the existence of noise, blurring, and intensity alterations and
can locate the digits with the size, angle, and position varia-
tions. We have also quantitatively measured the localization
power of the employed framework by using two standard
metrics, namely, the mAP and IOU scores. More clearly,
the EfficientDet has classified the HDR with the mAP and

IOU scores of 0.995 and 0.994, respectively, which demon-
strates the effectiveness of the proposed solution.

4.2.2. Class-Wise Results. To design the efficient numeral
classification approach, it must be capable of differentiating
the digits of different classes. Therefore, an analysis is per-
formed to validate the presented technique for class-wise
classification performance. Several experiments have been
conducted to demonstrate the classification performance of
the introduced work. Initially, we computed the class-wise
precision, recall, F1-score, and error rate, and the attained
results are explained in Table 3. The values demonstrated
in Table 3 clearly show that our work is robust towards
numeral recognition. More clearly, the introduced approach
has acquired the average precision, recall, and F1-score of
98.75, 98.2%, and 98.45%, respectively, along with an aver-
age error rate of 1.55%.

To further discuss the numeral categorization perfor-
mance of the EfficientDet-D4 model, we have discussed the
class-wise accuracy values of the introduced method with
the help of the bar graphs as these provide better visualiza-
tion of data (Figure 7). More clearly, our approach has
achieved the average accuracy values of 99.71%, 99.73%,
99.84%, 99.79%, 99.91%, 99.87%, 99.85%, 99.85%, 99.89%,
and 99.85% for classes from zero to nine, respectively, that
show the robustness of the introduced method. The obtained
performance values clearly show that our method has exhib-
ited efficient accuracy results for all classes of digits.

Moreover, we have plotted the confusion matrix for the
proposed approach, as it assists in determining the recall rate
of the model and its capability to recognize the digits of sev-
eral classes. The acquired values are explained in Figure 8
which clearly shows the accurateness of the introduced
methodology for the numeral classification. More descrip-
tively, we have obtained the TPR rates of 0.960, 0.970,
0.980, 0.990, 0.983, 0.992, 0.992, 0.988, 0.988, and 0.983 for
numerals from zero to nine, respectively. It is quite visible
from Figure 8 that the proposed model can correctly recog-
nize and classify the digits, even though a little similarity
exists among digit 1 and 7 classes; however, both are still
distinguishable.

It can be summarized based on the evaluation results of
the above-performed analysis that the EfficientDet-D4
model is robust for detecting and classifying the digits in
their respective classes. The major cause for the better
classification results of the introduced technique is because
of the representative key point extraction ability of the
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Figure 3: Architecture of feature extractor EfficientNet-B4.

Table 2: Training parameters of the proposed solution.

Framework parameters Value

Epochs 25

Learning rate 0.01

Batch size 90

Confidence score threshold 0.5

Unmatched threshold 0.5
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EfficientDet-D4 which permits it to better recognize the
numerals. Furthermore, the EfficientDet-D4 approach can
easily deal with the overtuned model data and handle the
complex image transformations which result in its effective
performance.

4.3. Comparative Analysis with DL-Based Methods. We have
designed an experiment to evaluate the introduced method
against several DL-based approaches. To accomplish this,
we have chosen several methods, namely, RCNN, Fast-
RCNN, Faster-RCNN, SSD, and YOLO. To conduct the per-
formance analysis, we have taken the mAP and accuracy
evaluation metrics, as these are the standard measures
employed by the researchers to compute the classification
results of object-detection methods. Moreover, we have
compared the execution times of all methods to show the
effectiveness of our model. The comparative results are dem-
onstrated in Table 4, from where it can be seen that our
approach outperforms the rest of the methods with the
mAP score, accuracy, and time values of 0.995, 99.83%,
and 0.16 s, respectively. The Faster-RCNN approach shows

the comparative results with the mAP and accuracy values
of 0.993, and 99.78%, respectively, while the lowest perfor-
mance is exhibited by the YOLO framework with the mAP
and accuracy values of 0.943 and 93.20%, respectively. More
descriptively, in the terms of mAP evaluation measurement,
the competitive methods give an average value of 0.961,
which is 0.995 for our method. So, for the mAP, the pro-
posed approach gives a performance gain of 3.4%. Similarly,
for the accuracy measure, the competent methods present an
average accuracy measure of 96.29%, while in comparison,
the presented work shows an average accuracy value of
99.83% and hence gives a performance gain of 3.54%. Fur-
thermore, we have compared the execution time as well,
and it is quite evident that our method shows the lowest exe-
cution time of 0.16 s as compared to all other approaches. So,
it can be concluded that the EfficientDet approach gives a
reliable and low-cost solution to numeral identification and
classification. The basic cause for the better results of the
introduced method is because of the robust key point extrac-
tion ability of the EfficientDet-D4 model which presented
the complicated image transformations in a viable manner.
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Figure 4: Training and loss curves.
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Figure 5: Visual demonstration of precision, recall, and IOU metrics.

9Journal of Sensors



Moreover, the one-stage digit identification and classifica-
tion ability of the EfficientDet-D4 approach provides it with
a computational advantage as well.

4.4. Comparative Analysis with ML-Based Methods. To dis-
cuss the efficiency of the introduced method, another exper-
iment has been performed to check the HDR results of the
EfficientDet approach against the ML-based classifier. For
this reason, we have taken three renowned ML-based classi-
fiers, namely, the KNN, DT, and SVM, and compared their
results against our approach as demonstrated in [72, 73].
The obtained results are shown in Table 5 from where it is
quite clear that our method exhibits the highest classification
performance with an accuracy value of 99.83%. The KNN
method shows the second-highest classification performance
with 96.89% accuracy. Moreover, the lowest classification
performance is shown by the DT classifier with an accuracy
value of 86.60%. More clearly, the methods in [72, 73]
acquire an average accuracy value of 92.42%, while it is
99.83% for the proposed method. Hence, we have demon-
strated an average performance gain of 7.41%. The reported
results are clearly showing that the proposed solution
exhibits better numeral detection accuracy in comparison
to the ML classifiers because of its power to tackle the over-
tuned framework training data.

4.5. Comparative Analysis with State of the Art. In this part,
We have performed another experiment where we have
taken numerous latest methods from the literature which
use the same database for numeral identification and catego-
rization and compared our results against them. To have an

Figure 6: HDR localization results obtained with the proposed technique.

Table 3: Class-wise performance results of the EfficientDet-D4 for
HDR recognition.

Classes Precision Recall F1-score Error rate

Zero 0.999 0.960 0.979 0.021

One 0.988 0.970 0.963 0.037

Two 0.987 0.980 0.994 0.006

Three 0.971 0.990 0.980 0.020

Four 0.972 0.983 0.976 0.024

Five 0.987 0.992 0.989 0.011

Six 0.999 0.992 0.996 0.004

Seven 0.990 0.988 0.989 0.011

Eight 0.983 0.988 0.990 0.01

Nine 0.999 0.983 0.989 0.011
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Figure 7: Class-wise accuracy values.
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unbiased assessment, the average results of the proposed
method are evaluated against the average performance
values reported in these methods [74–78], and the obtained
comparison is given in Table 6. Zhao and Liu [74] intro-
duced a DL-based method named LeNet-5 to categorize
the handwritten numerals from the input images and
obtained a 98.1% accuracy value. Enriquez et al. [75] intro-
duced a CNN approach for numeral recognition and
achieved 98% accuracy results. Similarly, in [76], a DL-
based approach for HDR shows an average accuracy value
of 95.7%. Beikmohammadi and Zahabi [77] proposed a
hybrid CNN model to locate and categorize the digits with
an accuracy of 99.80%. Similarly, a DL-based approach was
used in [78] for numeral categorization and obtained an
average accuracy value of 99.60%, whereas comparatively,
the employed EfficientDet-D4 method has gained a 99.83%

accuracy value which is the largest in comparison to all eval-
uated methods. In the more in-depth analysis, the compara-
tive approaches showed an average accuracy value of 98.24%
while it is 99.83% for our technique. Hence, the proposed
method gives a performance gain of 1.59%. The basic cause
for the robust numeral classification results of the intro-
duced framework is that the works presented in [74–78]
use an intense deep-framework architecture for key point
calculation, which results in model overfitting and enhanc-
ing the computational burden as well, while the presented
method uses the EfficientNet-B4 as a base network, which
is capable of computing a reliable set of sample key points
and preserving the computational complexity as well. There-
fore, we can say that the EfficientNet-B4-based EfficientDet-
D4 framework gives a robust and effective solution to digit
classification.

4.6. Cross-Dataset Evaluation. For a robust HDR system, it
must be capable of detecting and classifying the digits from
unseen examples. To test the generalization power of the
proposed technique, we have performed an evaluation. To
accomplish this, we have taken another dataset, namely,
the USPS [25]. The USPS dataset consists of 7291 training
images along with 2007 test samples containing numerals

96% 0.2% 1% 0.2% 0.5% 0.5% 0.5% 1%0%0.1%

1% 97% 0% 0.5% 0% 0% 0.5% 0%1%0%

1% 0% 98% 0.1% 0.4% 0% 0.1% 0.2%0%0.2%

0% 0% 0.6% 99% 0.2% 0% 0% 0.2%0%0%

0.5% 0.5% 0.2% 0% 98.3% 0.3% 0.1% 0%0%0.1%

0% 0.8% 0% 0% 0% 0% 0% 0%0%99.2%

0.5% 0.3% 0% 0% 0% 99.2% 0% 0%0%0%

0% 0% 0% 0.2% 0.5% 0% 0% 0.3%98.8%0.2%

0% 1% 0.2% 0% 0% 0% 98.8% 0%0%0%

1% 0.2% 0% 0% 0.1% 0% 0% 98.3%0.2%0.2%

Zero One Two Three Four
Predicted class

Six Eight NineSevenFive

Zero

One

Two

Three

Four

Six

Eight

Nine

Seven

FiveTr
ue

 cl
as

s

Figure 8: Confusion matrix of the proposed approach for HDR.

Table 4: Comparative analysis with DL methods.

Model mAP Accuracy Time

RCNN 0.947 96.19% 0.25

Fast-RCNN 0.966 97.85% 0.22

Faster-RCNN 0.993 99.78% 0.19

YOLO 0.943 93.20% 0.18

SSD 0.958 94.44% 0.19

Proposed 0.995 99.83% 0.16

Table 5: Performance evaluation with ML-based methods.

Method Accuracy

Deep features (EfficienNet-B4)+KNN 96.89%

Deep features (EfficienNet-B4)+DT 86.60%

Deep features (EfficienNet-B4)+SVM 93.77%

Proposed 99.83%

Table 6: Performance evaluation of the proposed technique with
state-of-the-art techniques.

Approaches Accuracy

Zhao and Liu [74] 98.1%

Enriquez et al. [75] 98%

Ge et al. [76] 95.7%

Beikmohammadi and Zahabi [77] 99.80%

Agrawal [78] 99.60%

Proposed technique 99.83%
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from 0 to 9. We have trained the proposed approach over
the MNIST database while the USPS dataset is employed
to test the technique. The gained performance values are
explained via drawing a box plot (Figure 9), where the per-
formance results for both the training and the test part are
ranged over the number line into quartiles, median, and out-
liers. More clearly, we have obtained the average training
and test accuracies of 99.30% and 99.10%, respectively,
which demonstrate the robustness of the proposed tech-
nique in dealing with unseen examples as well.

5. Conclusion

Accurate recognition of numerals from images plays a sig-
nificant role in the domain of information processing. How-
ever, a huge writing pattern difference and the presence of
various sample distortions like noise, blurring, and intensity
changes complicate the effective detection of HDR. In this
work, a reliable DL-based HDR system, namely, Efficient-
Det-D4, is presented to resolve the existing issues of this
domain. More clearly, input images are initially annotated
to locate the position of digits on images, which are later
used to train the EfficientDet model to detect and categorize
the digits. We have evaluated the presented approach over
the complex dataset, namely, MNIST, and attained an aver-
age accuracy value of 99.83%. We have confirmed through
huge experimentation that the presented work can efficiently
recognize the numerals from the test samples and categorize
them into 10 categories showing numbers from 0 to 9.
Moreover, the approach is capable of accurately identifying
and classifying the digits even under the occurrence of vari-
ous postprocessing attacks, i.e., light and color variations,
blurring, noise, angle and size changes, etc. Furthermore,
across-dataset evaluation on the USPS dataset is also accom-
plished to show the efficacy of the proposed method for the
unseen cases. Evaluation results have assured that the intro-
duced approach is robust against present modern techniques
and can play a vital role in the area of information process-
ing. Based on the computed results, we can say that this

approach can play an important role in the area of auto-
mated number plate recognition of vehicles for surveillance
applications. Furthermore, this work has an application in
optical character recognition to facilitate various daily life
tasks, i.e., product prices, receipt recognition, etc. In the
future work, we plan to extend the proposed approach to
be applied to other languages.
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