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In recent times, the deployment of wireless sensor networks becomes important in revolutionary areas such as smart cities,
environmental monitoring, smart transportation, and smart industries. The battery power of sensor nodes is limited due to
which their efficient utilization is much necessary as the battery is irreplaceable. Efficient energy utilization is addressed as one
of the important issues by many researchers recently in WSN. Clustering is one of the fundamental approaches used for
efficient energy utilization in WSNs. The clustering method should be effective for the selection of optimal clusters with
efficient energy consumption. Extensive modification in the clustering approaches leads to an increase in the lifetime of sensor
nodes which is a unique way for network lifetime enhancement. As the technologies were taken to next the level where
multiparameters need to be considered in almost every application in clustering, multiple factors affect the clustering and these
factors were conflicting in nature too. Due to the conflicting nature of these factors, it becomes difficult to coordinate among
them for optimized clustering. In this paper, we have considered multiattributes and made coordination among these attributes
for optimal cluster head selection. We have considered Multi-Attribute Decision-Making (MADM) methods for CH’s selection
from the available alternatives by making suitable coordination among these attributes, and comparative analysis has been
taken in LEACH, LEACH-C, EECS, HEED, HEEC, and DEECET algorithms. The experimental results validate that using
MADM approaches, the proposed APRO algorithm proves to be one of the better exhibits for choosing the available CHs.

1. Introduction

Wireless sensor networks are the key step to any new tech-
nologies or applications as they can sense and monitor the
environment. It collects the data, senses the data, and also
makes a decision system for various applications [1, 2].
Sensor nodes have limited battery power and their replace-
ment is not feasible. And it is a still challenge due to which
network lifetime depleted and took more energy consump-
tions. Clustering is a useful approach in wireless sensor net-
works to increase network lifetime and improve energy
efficiency. In clustering as shown in Figure 1, the sensor nodes
were grouped into clusters, and from these clusters, CHs were
chosen based on some parameters. After CH’s selection, the
data were transferred to the base station from respective clus-
ter heads [3]. Earlier various algorithms have been presented
by researchers which are known to be the basic algorithms for

clustering such as LEACH [4, 5], LEACH-C [6], and HEED
[7, 8]. In LEACH, the cluster heads were selected based on
probabilistic approaches, where CHs have been randomly
selected, but later on, more advancement has been made to
this approach. But sometimes, the selection of cluster heads
was based on the probabilistic method due to which energy
consumption increases which leads to overheads. There are
various types of methods for the selection of cluster heads
as some authors have taken distance from CHs and their
residual energy, and some have taken the number of neighbor
nodes and residual energy [9–14]. But deciding only on these
parameters will not provide optimal CH selection. Thus, the
multiattribute needs to be considered [15, 16] for cluster
heads. Sensor nodes were the basic in all the emerging fields
whether it is IoT [17, 18], digital image processing, cloud
computing, or artificial intelligence. Everywhere, sensors
were needed for sensing the data and then sending the data

Hindawi
Journal of Sensors
Volume 2023, Article ID 4343404, 29 pages
https://doi.org/10.1155/2023/4343404

https://orcid.org/0000-0002-6441-702X
https://orcid.org/0000-0003-3957-1161
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/4343404


to the server. In today’s era, people were accessing various
facilities such as smart home appliances, smart watches,
smart TV, smart traffic systems [19], and smart healthcare
systems [20] all of these with the help of emerging technol-
ogies where sensors play an important role. Considering
multiattributes and making coordination among them by
Multi-AttributeDecision-Making (MADM) approaches
[21, 22] will enhance the network lifetime of the network.
Various technologies need optimal node deployment where
the performance of applications increases with efficient
energy consumption.

In recent technologies, everything is online and sensor
nodes were the central part of revolutionary technologies.
In a hostile environment, it is believed that energized nodes
must be alive for long period but know the fact that their
battery is irreplaceable or not feasible to change [23]. This
necessity of sensor nodes to be alive for a long time in the
network leads to the advent of new alternative approaches
for energy-efficient techniques for WSNs for resolving tradi-
tional issues such as network lifetime, connectivity, accuracy,
latency, distance from the base station, power, and efficient
energy consumption; at the same time, these are conflicting
in nature too. Thus, these conflicting factors need to be con-
sidered in the approach, and proper coordination is needed
for making efficient cluster head selection which is the main
part of any clustering approach. Various issues and open
challenges have been faced by WSNs such as routing, data,
topology, coverage, and security, and various clustering
approaches have been given to the researchers for resolving
these issues [24]. The clustering approach has been used
for an efficient energy data process. Some cluster heads
(CHs) were chosen from the normal nodes such as in
LEACH [25] and HEED [26] and somewhere chosen from

the advanced node sometimes known as gateways such as
in [27–29], and selected CH is responsible for sending the
data back to the base station itself after data aggregation, fil-
tering, or compression. When individual sensor nodes send
their data to the base station, energy is not efficiently used.
Thus, with the clustering approach, efficient energy utiliza-
tion is possible, and thus, network lifetime will be enhanced.
The cluster head algorithm is used for selecting cluster heads
to transmit data to the base station in an efficient way. Some
of the CH algorithms are LEACH, LEACH-C, HEED, EECS,
and many variants of the LEACH algorithm. In CH selec-
tion, the primary goal is to select cluster heads, but for
optimal cluster head selection, many factors need to be con-
sidered such as energy consumption, connectivity, coverage,
load balance, distance to the base station, and distance to
neighbor’s, but in earlier works, they only focus on one or
two attributes, but with time, many updated algorithms were
proposed. But in today’s scenario, we have to consider multi-
attributes, andmaking coordination among them is necessary
for finding optimal cluster heads. So, these can be applied to
many IoT-based applications and fulfill the current require-
ment of the users. Optimal cluster head selection [30] leads
to efficient energy utilization; therefore, now, researchers
were focussing on this, as recently every technology needs
sensors for data collection, sensing, and monitoring. Many
conflicting attributes play a vital role in efficient energy
consumption for data collection, but these attributes were
not discovered till now. But there is a need to make coor-
dination among these conflicting attributes which will
improve the efficiency of the network. Thus, Multi-
AttributeDecision-Making (MADM) is used for making
the coordination among the conflicting attributes and
selecting the best alternatives among them.

Base station 

Cluster-head
Member node
Dead node

Clusters 

Clusters 

Clusters …

Clusters 

Figure 1: Clustering in WSN.

2 Journal of Sensors



MADM (Multi-Attribute Decision-Making) [31] is an
approach applied to solve a problem where the selection of
the best alternative can be done from the given alternatives.
MADM specifies how we can process the information of the
multiple attributes to give the ranking among the given
alternatives. In this paper, coordination among the multiple
attributes has been done for finding the optimal solution.
Sensor nodes were deployed almost in every field according
to the applications, but seeing today’s user requirement, we
need to focus on the multiple attributes which lead to effi-
cient energy which is lacking. We have considered multicon-
flicting attributes of sensor nodes for the cluster head
selection. Results validate that making coordination among
conflicting attributes is the better way to choose the cluster
heads. In this paper, we have proposed MADM-based
method for cluster head selection where network lifetime
enhancement and load balance among the sensor nodes
were obtained. The principle objective of our proposed work
is as follows:

(i) To explore the multi-attribute-based cluster head
selection by collaborating with the conflicting attri-
butes. The enhancement of network lifetime and
efficient energy consumption was evaluated in terms
of FND, CHD, and LND

(ii) To conjoin among conflicting attributes and then to
decide the selection of CHs which enhances the net-
work lifetime and efficient energy consumption.
The load among the sensor nodes was also balanced
with optimal load balancing for sensor nodes

(iii) To evaluate the performance of the network using a
multicriteria decision-making approach

The rest of this paper has been arranged as follows: the
related work has been discussed in Related Work. The
energy model considered for the simulation and parameters
used for the experiment have been discussed in Assumption
and System Model. The detail of the proposed algorithm and
method has been discussed in Evolution Methods for the
Selection of CHs Using MADM. Multiattributes taken in
this research paper with their detailed description have been
discussed in Attributes Considered for the Proposed Work.
In Data Set Generation, the generation of data using
MATLAB has been discussed. Simulation results and exper-
imentation with case studies have been discussed in Simula-
tion Results, and also, the analysis of the obtained results
with their case studies has been discussed. Concluding
remarks on the future scope have been discussed in Conclu-
sion and Future Scope.

2. Related Work

Finding an energy-efficient data collection process in WSN
is a big challenge. Data collection needs to be optimized as
direct data collection will increase the communication heads
which leads to less network lifetime. While facing this prob-
lem, some of the clustering solutions have been given by
researchers [32, 33]. The clustering approach can be defined

in several ways such as the CH selection methods (random,
deterministic), objective of clustering (coverage, energy, and
efficiency), clustering methods (distributed, centralized), or
the architecture of the network for doing the communica-
tion (multihop, single hop). We can also classify the cluster-
ing methods into heuristic and metaheuristic methods. In
this paper, we are doing single-hop communication for the
wireless network.

LEACH [4] is a classical clustering algorithm that uses
the probabilistic method for data collection based on the
random number selection of nodes. Many LEACH algo-
rithm variants have been developed for different purposes
but have one important objective which is energy conserva-
tion. The main objective of the LEACH algorithm is efficient
energy consumption by selecting the cluster heads on a
rotation-based using a random number. There are several
rounds in LEACH where each round is divided into two
phases: the set-up phase and the steady phase. The concept
used in the LEACH protocol is that it enforces less commu-
nication between the sensor node and the base station which
increases the network lifetime. LEACH-C [13] is a variant of
the LEACH protocol where all the decisions whether it is
CH selection, distribution, or cluster formation are taken
by the base station. LEACH-DCHS [34] is used for prolong-
ing the network lifetime. Another protocol of LEACH is
SLEACH [35] where the energy was harvested from the exter-
nal source to the sensor node and the concept of solar power
can be applied to distribute or centralize clustering. SLEACH
[36, 37] is the first protocol that added the concept of security
by using the SPIN protocol. This protocol uses the lightweight
cryptographic technique inWSNs as this is a challenging task
due to limited resources for the sensor nodes. ME-LEACH
[38–40] means more energy-efficient LEACH extending the
LEACH protocol by minimizing the distance between the
sensor nodes and base station. EP-LEACH [41, 42] has
improved the lifetime of the LEACH algorithm by using
EH-WSNwhere the sensor nodes have a rechargeable battery
that is charged from the environment itself.

HEED is another popular heuristic algorithm based on
the single-hop transmission which does not depend upon
the density of the sensor network. HEED algorithm con-
siders residual energy and the number of neighboring nodes
for selecting the cluster heads. This residual energy of sensor
nodes is considered to be the primary attribute for selecting
the cluster heads, and the average minimum reachable
power works as a tie-breaker between the sensor nodes.
The enhanced algorithm of HEED is named DWECH [43]
which has the same primary parameter for the selection of
cluster heads, but it also takes care of overlapping and unbal-
anced size when selecting the cluster heads. HEED has a
good distribution of cluster heads over the network but has
the disadvantage of not covering all nodes in the network.
Both HEED and DWECH consume lots of energy due to
overhead costs. FLOC [44, 45] is another heuristic algorithm
that takes care of sensor nodes not getting overlapped and
also creates an almost equal size of clusters such that each
has one hop distance to the respective cluster heads.
Energy-efficient clustering scheme (EECS) [46] is also
another heuristic algorithm that reduces the unbalanced
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consumption of energy by considering the three attributes
and also considering the respective weight cost factor for
the sensor node. EEHC (energy-efficient heterogeneous clus-
ter scheme) [47] provides the election probability weights
that are directly related to the residual energy of the sensor
node, whereas BEENISH [48] (balanced energy-efficient
network-integrated super heterogeneous) protocol is also a
clustering algorithm that assigns one of the four energy levels
to the sensor node and uses this energy level for selecting the
cluster heads. Enhanced developed distributed energy-
efficient clustering for heterogeneous network (EDDEEC)
[49] classifies nodes as normal nodes and advanced nodes
and then changes the probability of becoming cluster heads.

Some of the metaheuristic algorithms were also proposed
by the researchers in wireless sensor networks. Among them,
the genetic algorithm is one of the most important algo-
rithms used in the clustering approach for sensor networks
where it reduces the communication distance of the target
[50]. In [51], the authors propose a genetic algorithm-based
fuzzy-optimized reclustering scheme to overcome the net-
work lifetime failure, fixed routing path problem, and energy
saving for the sensor network for the revolutionary area. The
simulation results validate that the proposed algorithm for
the network lifetime extension is 3.64-fold by preserving
energy efficiency. In [52], the authors proposed a genetic
algorithm for the dynamic clustering approach in IoT appli-
cations, and the simulation results validate that it has over-
come the problem of a dynamic cluster relay node in terms
of throughput and standard deviation for the data transmis-
sion. In [53], the authors propose the EEWC (energy-effi-
cient weighted clustering) based on a genetic algorithm,
and the proposed algorithm modifies the steady-state phase
of LEACH and considered three attributes for the optimiza-
tion which shows that the proposed algorithm is better than
ERP, SEP, and IHCR. Some of them also use MADM-based
approach for cluster head selection by considering 2 or 3
attributes. In [54], the authors propose an enhanced AHP-
TOPSIS-based clustering algorithm for high-quality live
video streaming flying in the ad hoc network. The proposed
algorithms were simulated on OMNET++. It shows that
video quality, UAV energy consumption, and the number
of cluster heads needed have been improved when they used
two models, namely, random waypoint and paparazzi. In
[55], TOPSIS multicriteria decision-making algorithm has
been used by OPNET software, and the proposed algorithm
proved that it is suitable for clustering and selecting the clus-
ter heads. The data transmission between the nodes has also
been used for transmitting the files with improved efficiency
of the network and sustainable routing path. In [56], the
authors have proposed an ordered clustering based on PRO-
METHEE and the fuzzy c-mean clustering method. The
author has finally proposed OFCM (ordered fuzzy c-mean
clustering) for solving the problem of human development
indexes, and comparison analysis also validates the efficiency
of the OFCM approach.

But these approaches consider two or three factors in
clustering which do not guarantee optimal clustering; thus,
we need to consider more conflicting factors for achieving
the optimal clustering for enhancing network lifetime. Less

number of intermediate nodes for data transmission con-
sumes more energy; thus, in [57], the authors suggested
using an optimal number of intermediate nodes for the
transmission of data enhancing the network lifetime. The
authors in [58] have reviewed the renewable energy sources
which will help WSN for recharging the battery of sensor
nodes. They also discuss issues/challenges and provide
future direction for the researcher to work on. In [59], the
authors have proposed load-balanced adaptive position
update (LAPU) for routing techniques which balances the
load among sensor nodes in the selected path. Basically in
this approach, the sensor nodes select the two best next hops
for the data transmission based on the length queue and
mobility of nodes and transmit the data to both selected
nodes for balancing the load among sensor nodes. In [60],
the authors have proposed a two-tier distributed fuzzy
logic-based protocol for efficient data aggregation in multi-
hop wireless sensor networks (TTDFP) for enhancing the
network lifetime by combining the efficiency of routing
and clustering phases along with two-tier fuzzy logic for tun-
ing the parameters. In [61], a modified CLONal selection
algorithm has been proposed for improving the energy effi-
ciency of rule-based fuzzy systems. Here, CLONALG has
been modified for constrained approximation problems. In
[62], the author proposed hybrid gray wolf optimization
(HGWO) for resolving the constrained resource problem
in WSNs. These resources can be in any form such as band-
width and energy consumption.

In [63], the authors have proposed energy-aware cluster-
ing and efficient cluster head selection by dividing the
network into grids. This cluster head selection was based on
only residual energy, distance to the base station, and dis-
tance to neighbors. In [64], the authors proposed a low
energy clustering hierarchy for mobile sensor networks to
not only enhance network lifetime but also reduce packet
loss. In [65], the authors proposed a new routing technique
for efficient consumption and increased network lifetime by
optimal selection of cluster head. But here, cluster head selec-
tion is done only based on residual energy and distance to the
base station. In [66], fuzzy-based clustering algorithms have
been proposed where two types of sensors used, namely, free
sensors for communicating to the base station and clustered
sensor that sends sensed data to CH and the base station
which were based on four parameters. In [67], an extension
of the energy prediction with fuzzy logic has been proposed
for increasing the network lifetime.

But these factors do not guarantee the optimal solutions
in WSNs because many conflicting factors affect the energy
consumption such as if it selects cluster heads (CHs) near
the base station based on higher residual energy, but it
may be possible that some sensor nodes have higher distance
from the base station to send the data which consume more
energy, which will degrade the efficiency of the sensor
networks. We have already seen the problem of resource-
constrained in the form of bandwidth and energy consump-
tion which will drastically affect the network lifetime. So we
need to focus on cooperating among the conflicting attri-
butes to choose optimal cluster heads which enhance the
network lifetime by properly and efficiently utilizing the
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resources. Thus, MADM is an emerging approach for appli-
cations based on WSNs by considering some important
factors too. This paper focuses on the cooperation among
the many conflicting attributes and then deciding on optimal
cluster heads for efficient energy consumption.

3. Assumption and System Model

In this paper, we have assumed some predetermined values
of the parameters and also made some assumptions for our
simulation. In the simulation, we have taken an energy
model during the data collection process. The considered
parameter values and assumption made for simulation pur-
poses have been discussed in this section as follows:

3.1. Assumptions. The following assumptions have been
made in our simulation:

(i) Sensor nodes send the data from cluster heads to
the base station

(ii) Here, sensor nodes are homogeneous

(iii) Here, the random uniform distribution of sensor
nodes has been assumed

(iv) Some gateways were selected as cluster heads and
sent the data to the base station

(v) Gateways are approximately six times higher
energy than the normal sensor nodes

(vi) The base station knows the location of sensor
nodes, gateways, and vice versa

(vii) The base station is considered to be the hefty node
having the capability of communicating and com-
puting without having any restriction on energy
consumption

(viii) Sensor nodes were having the potential to transmit
the data to the fluctuating energy level based on the
distance from the sensor nodes

(ix) Sensor nodes are static

3.2. Energy Model. In WSN, most of the sensor nodes sense
the data from the environment from their vicinity and send
back data to the respective CHs, and CHs send this data to
the base station by operating on the data. We need an energy
model for transmitting the data, so we have taken the classi-
cal energy model for performing the operation mentioned
above. The transmitter consumes energy for operating the
radio electronics with amplifier power and only the receiver
for operating the radio electronics.

In our experiment, we have considered both the free-
space channel and multipath model. These models depended
on the distance between the transmitter and receiver. Here,
appropriate settings have been provided for preventing
energy loss and providing power control at the power ampli-
fier, i.e., if the distance for the transmission is less than d0
which is the threshold distance that a free-space path will
be used else a multipath model will be used. Here is an

energy model; if l bit packets send at a distance d, then the
required energy for the transmission is

ETRi = E TRi−eleð Þ + E TRi−mpð Þ,

ETRi =
l ∗ Eele + l ∗ εf sd

2 if d < d0,

l ∗ Eele + l ∗ εmpd
4 if d ≥ d0:

8<
:

ð1Þ

The energy consumption for receiving the message at the
receiver end is given as

EREi = E REi−eleð Þ lð Þ = lEele: ð2Þ

Here, Eele is the electronic energy based on some factors
such as filtering, signal spreading, modulation, and digital
coding. And the amplifier energy is known as εf sd

2 or εmp

d4; this is based on the receiver distance and bit error rate.
For our experimental analysis, these energy parameters for
transmission purpose have been set as follows: Eele = 50 nJ/
bit, εf s = 10 pJ/bit/m, and εmp = 0:0013 pJ/bit/m. For data
aggregation, the energy consumption has been taken as
5 pJ/bit/signal. The optimal number of cluster heads (CHs)
can be calculated as

kopt =
ffiffiffi
n

p
ffiffiffiffiffiffi
2π

p
ffiffiffiffiffiffiffi
εf s
εmp

s
M

d2 to BS
: ð3Þ

Here, d2 to BS is known as the distance from cluster
heads (CHs) to the base station (BS), M ∗M is the network
deployment area, and n is the number of sensor nodes.

3.3. Parameters and Energy Model for the Simulation.
Parameters used in the simulation for energy dissipation
have been given in Tables 1 and 2 showing the parameters
used for the repeated simulations in our experiment.

4. Attributes Considered for the
Proposed Work

Here, we have considered multiattributes for our proposed
work, and these are conflicting in nature shown in Figure 2.
These attributes have an important impact on cluster head
selection. Attributes considered in this paper were given
below in the figure. These are conflicting attributes; thus,
proper coordination among them is necessary for further
use in other applications.

5. Data Set Generation

For the simulation purpose, we have used MATLAB for
modeling the WSN. In our simulation, we have generated
a random population of 20 for preserving the difference
between the 20 alternative populations. The more difference
helps us to understand the proposed APRO algorithm in a
better way. The population generated in our experiment
has been done by using the above equations for every given
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alternative. Table 3 shows the brief descriptions about the
attributes considered in our proposed work, whereas Table 4
shows the computed values of the attributes for modeled
WSN by using the CHs selected for each alternative:

6. Evolution Methods for the Selection of CHs
Using MADM

Many methods can be applied to select the best cluster
heads (CHs). In this section, we have applied MADM-
based methods such as AHP and PROMETHEE for rank-
ing the alternative and selecting the best cluster heads
(CHs) among them. Here, each method with its respective
results has been discussed.

6.1. AHP (Analytical Hierarchy Process) Method for CH’s
Selection. Step 1: the first step is to normalize the data set
(M1) by using the following equation; we can denote the
matrix by ðM1ijÞmn

, and the normalized data has been
presented in Table 5

There are two types of factors: one is a beneficial factor
and the other is a nonbeneficial factor. For the beneficial
factor, we have to select the max value of each factor V+

J to
compute the normalized value to the column i toM and
j = 1, 2, 3⋯ n.

M1ij =
Mij
V+

j
: ð4Þ

And for nonbeneficial, the min value for each factor
has been calculated V−

j , where j = 1, 2, 3⋯ n.

M1ij =
V−

j

M1ij
: ð5Þ

The values of the normalized matrix lie between 0 and 1.
Step 2: after this, the relative importance matrix will be

generated Wn∗n
Step 3: geometric mean (GM) of each has been com-

puted by using the following equation, and it is represented
in Table 6

GMi =
Yn
i=1

Wij, i = 1, 2,⋯m and j = 1, 2,⋯n: ð6Þ

Step 4: in this step, a weighted matrix will be calcu-
lated ðM2Þn∗1. Table 7 denotes the weighted matrix of
the attributes

GMi =
GMi

∑n
i=1GMi

: ð7Þ

And also

〠
n

i=1
M2i = 1: ð8Þ

Step 5: check the consistency:

(i) Compute the matrix M3 and it is represented in
Table 8.

M3n∗1 =M1n∗n ∗M2n∗1: ð9Þ

(ii) Compute the matrix M4 and it is represented in
Table 9.

M4n∗1 =
M3n∗1
M2n∗1

: ð10Þ

(iii) Compute λmax:

λmax =
∑n

i=1M4i
n

: ð11Þ

Consistency index (CI) is as follows:

CI = λmax − n
n − 1 : ð12Þ

(iv) Compute consistency ratio:

Table 1: Parameters used in energy dissipation [4].

Parameters Value and unit

Initial energy for every gateway 1 J

Initial energy for every node 0.2 J

εf s 10 ∗ 10−12 J
εmp 0:0013 ∗ 10−2 J
ETRi 50 ∗ 10−9 J
EREi 50 ∗ 10−9 J
EDA 5 ∗ 10−9 J
Data package length 4000 bits

Control package length 100 bits

Table 2: Parameters used in the simulation.

Parameters Value/unit

Coordinates origin (0,0)

Area 100∗100, 200∗200, 300∗300m2

Total number of sensor nodes 100, 150, 200…

Base station coordinates It is variable

Time for simulation 500, 750, and 1000 rounds

Simulation repeated time 3
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Coverage
Avg_Dist_CH
Avg_Dist_BS

Avg Eres
Std_Dev_Eres
Std_Dev_Mem
Con_CH_Eres

Disconn_CH Eres
Std_con_CH_Eres

Std_Disconn_CH_Eres
Power node

Std_Dev_Power
Std_Dev avg life CH

Total Dist CH
Std _Dev _Eres

Std_Dev_Energy trans

Std_Dev_Erec
Avg_Lifetime_CH

Connectivity
Power_CH
Node_Eres

Figure 2: Attributes considered in the proposed work.

Table 3: Description of attributes.

Attributes Brief description

CH-Cov Percentage of sensor nodes distance from their respective cluster heads

BS-CH Connectivity Connectivity of CH to the base station

Avg-CH Life Average lifetime of cluster heads

Avg-Residual Energy Average residual energy of sensor nodes

CH-Con-Avg Residual Average residual energy of connected cluster heads

CH-Dcon-Avg Residual Average residual energy of disconnected cluster heads

BS-CH Bearing Load of cluster heads

Std Residual Standard deviation of residual energy

Avg-BS Life Lifetime of base station

Std_Avg_Ch_Life Standard deviation of cluster head lifetime

Maximum_Dis_BS Maximum distance to the base station

Avg_Dis_CHs Average distance to cluster heads

Avg_BS_DIS Average distance to base station

Std_CH_Con_Avg_Residual Standard deviation residual energy of connected nodes

Std_CH_Dcon_Avg_Residual Standard deviation residual energy of dis-connected nodes

Std_Residual Standard deviation of residual energy

Node_Power Power of sensor nodes

CH_Power Power of cluster heads

Std_Power Standard deviation of power

Std_Member Node Standard deviation of member nodes

Std_Dev_Energy Trans Standard deviation of energy transmission
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56
87
2

0.
48
60
85

0.
44
44
44

0.
91
15
74

0.
21
66
33

0.
74
02
31

0.
59
58
33

0.
36
25
8

0.
94
29
36

0.
45
15
2

0.
41
94
66

0.
96
15
46

0.
94
61
37

1
1

0.
63
93
72
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Table 7: Weighted matrix.

AT1 0.080357

AT2 0.0625

AT3 0.053571

AT4 0.080357

AT5 0.008929

AT6 0.008929

AT7 0.044643

AT8 0.080357

AT9 0.044643

AT10 0.008929

AT11 0.044643

AT12 0.008929

AT13 0.008929

AT14 0.026786

AT15 0.080357

AT16 0.008929

AT17 0.0625

AT18 0.0625

AT19 0.0625

AT20 0.080357

AT21 0.080357

Table 6: Geometric mean.

AT1 2.296165

AT2 1.785906

AT3 1.530776

AT4 2.296165

AT5 0.255129

AT6 0.255129

AT7 1.275647

AT8 2.296165

AT9 1.275647

AT10 0.255129

AT11 1.275647

AT12 0.255129

AT13 0.255129

AT14 0.765388

AT15 2.296165

AT16 0.255129

AT17 1.785906

AT18 1.785906

AT19 1.785906

AT20 2.296165

AT21 2.296165

Table 8: Consistency check.

a3

AT1 1.6875

AT2 1.3125

AT3 1.125

AT4 1.6875

AT5 0.1875

AT6 0.1875

AT7 0.9375

AT8 1.6875

AT9 0.9375

AT10 0.1875

AT11 0.9375

AT12 0.1875

AT13 0.1875

AT14 0.5625

AT15 1.6875

AT16 0.1875

AT17 1.3125

AT18 1.3125

AT19 1.3125

AT20 1.6875

Table 9: Matrix M4:

a4

AT1 21

AT2 21

AT3 21

AT4 21

AT5 21

AT6 21

AT7 21

AT8 21

AT9 21

AT10 21

AT11 21

AT12 21

AT13 21

AT14 21

AT15 21

AT16 21

AT17 21

AT18 21

AT19 21

AT20 21
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CR = CI
RI : ð13Þ

Here, RI is the random index.
Step 6: calculate the value of Pi by using the SAW

method. In our experiment, we used the SAW method for
selecting the CH. The value is presented in Table 10

Pi = 〠
n

j=1
M2i ∗M1ij, i = 1, 2, 3m: ð14Þ

Step 7: in this step, we finally rank the alternative
according to the higher value of Pi. And the rank is presented
in Table 11

6.2. PROMETHEE Method for CH Selection. Step 1: calculate
the denomination matrix for each n attribute and m alterna-
tives m ∗m matrix. Qjm∗m

. For each attribute, the denomi-
nation matrix has been given in Tables 12–34. In Table 35,
we have presented the abbreviation of attributes used in
the simulation

Step 2: now, the corresponding weights of each attribute
are multiplied by each denomination matrix, and the final
matrix is calculated by doing the summation of each matrix.
And the final denomination matrix is presented in Table 33

Mjm∗m

� �
=Qjm∗m

∗wj, ð15Þ

where wj = 1.

Qm∗m = 〠
n

j=1
Mjm∗m

� �
, i = 1, 2,⋯::m: ð16Þ

Step 3: now, compute $+i and $−i by adding rows and col-
umns. This is presented in Table 36

Step 4: compute the net flow by using the following
equation as presented in Table 37:

$i = $+i − $−i : ð17Þ

Step 5: lastly, rank the alternative according to the higher
value of $i, and the rank is given in Table 38

7. Simulation Results

This section evaluates the proposed APRO algorithm against
other clustering algorithms under a different scenario. In
this, MATLAB is used for the simulation, and we have com-
pared the proposed algorithm by LEACH, LEACH-C, EECS,
HEED, HEEC, and DEECET. We have performed the pro-
posed APRO algorithm under different scenarios using three
metrics FND, CHD, and Network_Dead. Here, network
dead means when 75% of the nodes are dead. A total of five
scenarios Table 39–43 have been considered where the
simulation area, number of nodes, the initial energy of the
sensor nodes, and base station position values are considered
different. In all five scenarios, it is shown that the proposed

algorithm preserves the energy of sensor nodes and outper-
forms the other algorithms. Here, we have taken five scenar-
ios by changing the values of the simulation area, the number
of nodes, and the base station position, and in all scenarios,

Table 10: SAW method.

P1 0.696925

P2 0.689571

P3 0.711684

P4 0.669327

P5 0.65802

P6 0.726547

P7 0.692058

P8 0.754268

P9 0.616516

P10 0.636602

P11 0.674155

P12 0.685208

P13 0.674693

P14 0.688882

P15 0.753036

P16 0.595946

P17 0.633541

P18 0.730995

P19 0.755554

P20 0.747793

P1 0.696925

Table 11: Rank of the alternatives.

Pop Rank

1 8

2 10

3 7

4 15

5 16

6 6

7 9

8 2

9 19

10 17

11 14

12 12

13 13

14 11

15 3

16 20

17 18

18 5

19 1

20 4
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Table 12: Denomination matrix for AT1.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

2 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0

3 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

4 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0

5 0 1 0 1 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0

6 0 1 0 1 1 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0

7 0 1 0 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 0 0

8 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

9 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

12 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

13 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 0 0

14 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

15 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

16 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0

17 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0

18 0 1 0 1 1 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0

19 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 0 1

20 0 1 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 0 0

Table 13: Denomination matrix for AT2.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Pop 1 2 3 4

1 0 0 0 0 1 0 0 1 1 1 0 1 1 1 0 1 0 0 0 0

2 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 2 1 0 0 0

3 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 3 1 1 0 0

4 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 4 1 1 1 0

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0

6 1 0 0 0 1 0 0 1 1 1 0 1 1 1 0 6 1 0 0 0

7 1 0 0 0 1 1 0 1 1 1 0 1 1 1 1 7 1 0 0 0

8 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 8 0 0 0 0

9 0 0 0 0 1 0 0 1 0 1 0 0 1 1 0 9 0 0 0 0

10 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0

11 1 0 0 0 1 1 1 1 1 1 0 1 1 1 1 11 1 0 0 0

12 0 0 0 0 1 0 0 1 1 1 0 0 1 1 0 12 0 0 0 0

13 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 13 0 0 0 0

14 0 0 0 0 1 0 0 1 0 1 0 0 1 0 0 14 0 0 0 0

15 1 0 0 0 1 1 0 1 1 1 0 1 1 1 0 15 1 0 0 0

16 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 16 0 0 0 0

17 1 0 0 0 1 0 0 1 1 1 0 1 1 1 0 17 1 0 0 0

18 0 0 0 0 1 0 0 1 1 1 0 0 1 1 0 18 0 0 0 0

19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 19 1 1 1 1

20 1 0 0 0 1 1 1 1 1 1 0 1 1 1 1 20 1 0 0 0
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Table 14: Denomination matrix for AT3.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 1 1 0 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1

2 1 0 1 1 0 0 1 0 1 1 1 1 1 0 0 1 1 0 1 1

3 0 0 0 1 0 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

5 1 1 1 1 0 0 1 0 1 1 1 1 1 0 0 1 1 0 1 1

6 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 1 1 0 1 1

7 0 0 0 1 0 0 0 0 1 1 1 1 1 0 0 1 0 0 1 1

8 1 1 1 1 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 1

11 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 1 0 0 1 1

12 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1

13 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 1 0 0 1 1

14 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1

16 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 0 0 0 1 1

17 1 0 1 1 0 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1

18 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1

19 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

20 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

Table 15: Denomination matrix for AT4.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 0 1 1 0 0 0

2 1 0 1 1 1 0 1 0 1 1 0 1 1 1 1 1 1 1 0 1

3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

5 1 0 1 1 0 0 1 0 1 1 0 1 0 0 0 1 1 0 0 0

6 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1

7 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

9 0 0 1 1 0 0 1 0 0 0 0 1 0 0 0 1 1 0 0 0

10 0 0 1 1 0 0 1 0 1 0 0 1 0 0 0 1 1 0 0 0

11 1 1 1 1 1 0 1 0 1 1 0 1 1 1 1 1 1 1 1 1

12 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0

13 1 0 1 1 1 0 1 0 1 1 0 1 0 1 1 1 1 0 0 1

14 1 0 1 1 1 0 1 0 1 1 0 1 0 0 0 1 1 0 0 0

15 1 0 1 1 1 0 1 0 1 1 0 1 0 1 0 1 1 0 0 1

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

17 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

18 1 0 1 1 1 0 1 0 1 1 0 1 1 1 1 1 1 0 0 1

19 1 1 1 1 1 0 1 0 1 1 0 1 1 1 1 1 1 1 0 1

20 1 0 1 1 1 0 1 0 1 1 0 1 0 1 0 1 1 0 0 0
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Table 16: Denomination matrix for AT5.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

2 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

3 0 1 0 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

5 0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

6 0 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

7 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 1 1 0 0 1

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 1 0 1 1 1 1 0 1 0 1 1 1 0 0 1 1 0 0 1

11 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

12 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 1 0 0 1

13 0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

14 0 1 1 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

17 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 1

18 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 0 1

19 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 1

20 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0

Table 17: Denomination matrix for AT6.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

2 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

3 0 1 0 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

5 0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

6 0 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

7 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 1 1 0 0 1

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 1 0 1 1 1 1 0 1 0 1 1 1 0 0 1 1 0 0 1

11 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

12 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 1 0 0 1

13 0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

14 0 1 1 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

17 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 1

18 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 0 1

19 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 1

20 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0
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Table 18: Denomination matrix for AT7.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0

2 1 0 1 1 0 0 1 0 0 0 0 1 0 1 1 1 1 0 1 0

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0

4 1 0 1 0 0 0 1 0 0 0 0 1 0 0 1 1 1 0 0 0

5 1 1 1 1 0 0 1 1 0 0 0 1 1 1 1 1 1 0 1 0

6 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1

7 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0

8 1 1 1 1 0 0 1 0 0 0 0 1 0 1 1 1 1 0 1 0

9 1 1 1 1 1 0 1 1 0 0 0 1 1 1 1 1 1 1 1 1

10 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1

11 1 1 1 1 1 0 1 1 1 0 0 1 1 1 1 1 1 1 1 1

12 1 0 1 0 0 0 1 0 0 0 0 0 0 0 1 1 1 0 0 0

13 1 1 1 1 0 0 1 1 0 0 0 1 0 1 1 1 1 0 1 0

14 1 0 1 1 0 0 1 0 0 0 0 1 0 0 1 1 1 0 1 0

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

18 1 1 1 1 1 0 1 1 0 0 0 1 1 1 1 1 1 0 1 0

19 1 0 1 1 0 0 1 0 0 0 0 1 0 0 1 1 1 0 0 0

20 1 1 1 1 1 0 1 1 0 0 0 1 1 1 1 1 1 1 1 0

Table 19: Denomination matrix for AT8.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 0 1 0 0 0 0 1 1 1 0 1 1 0 1 0 0 1 1

2 0 0 0 1 0 0 0 0 1 1 1 0 1 1 0 1 0 0 1 1

3 0 0 0 1 0 0 0 0 1 1 1 0 1 1 0 1 0 0 1 1

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1

5 0 0 0 1 0 0 0 0 1 1 1 0 1 1 0 1 0 0 1 1

6 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 0 0 1 1

7 0 0 0 1 0 0 0 0 1 1 1 0 1 1 0 1 0 0 1 1

8 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 0 0 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1

11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1

12 0 0 0 1 0 0 0 0 1 1 1 0 1 1 0 1 0 0 1 1

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

17 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 0 0 1 1

18 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 0 0 1 1

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table 20: Denomination matrix for AT9.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

2 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

3 0 1 0 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

5 0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

6 0 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

7 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 1 1 0 0 1

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 1 0 1 1 1 1 0 1 0 1 1 1 0 0 1 1 0 0 1

11 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

12 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 1

13 0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

14 0 1 1 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

17 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 1 0 0 0 1

18 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 0 1

19 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 1

20 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0

Table 21: Denomination matrix for AT10.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 0 1 1 1 0 0 1 1 1 1 1 1 0 0 0 1 0 1

2 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 1

3 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 1

4 0 1 0 0 1 1 0 0 1 1 1 1 1 1 0 0 0 1 0 1

5 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 1

6 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

7 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0 0 0 1 0 1

8 1 1 0 1 1 1 0 0 1 1 1 1 1 1 0 0 0 1 0 1

9 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

11 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0

12 0 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 0 1 0 1

13 0 1 0 0 1 1 0 0 1 1 1 0 0 1 0 0 0 1 0 1

14 0 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 1

16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1

17 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1

18 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 0 0 1

19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1

20 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0
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Table 22: Denomination matrix for AT11.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 1 1 0 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1

2 1 0 1 1 0 0 1 0 1 1 1 1 1 0 0 1 1 0 1 1

3 0 0 0 1 0 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

5 1 1 1 1 0 0 1 0 1 1 1 1 1 0 0 1 1 0 1 1

6 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 1 1 0 1 1

7 0 0 0 1 0 0 0 0 1 1 1 1 1 0 0 1 0 0 1 1

8 1 1 1 1 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 1

11 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 1 0 0 1 1

12 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1

13 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 1 0 0 1 1

14 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1

16 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 0 0 0 1 1

17 1 0 1 1 0 0 1 0 1 1 1 1 1 0 0 1 0 0 1 1

18 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1

19 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

20 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

Table 23: Denomination matrix for AT12.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

2 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

3 0 1 0 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

5 0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

6 0 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0

7 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 1 1 0 0 1

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 1 0 1 1 1 1 0 1 0 1 1 1 0 0 1 1 0 0 1

11 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

12 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 1 0 0 1

13 0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0

14 0 1 1 1 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

17 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 1

18 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 0 1

19 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 1

20 0 1 0 1 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0
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Table 24: Denomination matrix for AT13.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 0 1 0 0 0 0 1 1 0 1 1 0 0 1 0 0 0 1

2 1 0 1 1 1 0 1 0 1 1 1 1 1 1 0 1 1 0 1 1

3 1 0 0 1 0 0 0 0 1 1 0 1 1 0 0 1 0 0 1 1

4 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0

5 1 0 1 1 0 0 1 0 1 1 0 1 1 0 0 1 0 0 1 1

6 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1

7 1 0 1 1 0 0 0 0 1 1 0 1 1 0 0 1 0 0 1 1

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

9 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

11 1 0 1 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 1

12 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0

13 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 1 0 0 0 1

14 1 0 1 1 1 0 1 0 1 1 0 1 1 0 0 1 0 0 1 1

15 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

17 1 0 1 1 1 0 1 0 1 1 0 1 1 1 0 1 0 0 1 1

18 1 1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 1 0 1 1

19 1 0 0 1 0 0 0 0 1 1 0 1 1 0 0 1 0 0 0 1

20 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 1 0 0 0 0

Table 25: Denomination matrix for AT14.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0

2 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 0 1 1 0 0

3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 1 0 0

4 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 0 1 1 0 0

5 0 0 1 1 0 1 1 1 0 0 0 0 0 0 1 0 1 1 0 0

6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0

7 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 1 1 0 0

8 0 0 1 0 0 1 1 0 0 0 0 0 0 0 1 0 1 1 0 0

9 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1 1 1 1 0 0

10 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1

11 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0

12 1 1 1 1 1 1 1 1 0 0 1 0 0 1 1 1 1 1 0 0

13 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 0 0

14 0 1 1 1 1 1 1 1 0 0 0 0 0 0 1 0 1 1 0 0

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

16 0 1 1 1 1 1 1 1 0 0 0 0 0 1 1 0 1 1 0 0

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0

19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1

20 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 0
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Table 26: Denomination matrix for AT15.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0

2 1 0 0 0 1 0 1 0 1 1 0 1 1 1 1 0 0 0 0 0

3 1 1 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0 1

4 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

5 1 0 0 0 0 0 1 0 1 1 0 1 1 1 1 0 0 0 0 0

6 1 1 0 0 1 0 1 0 1 1 0 1 1 1 1 1 0 0 0 0

7 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0

8 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0 1

9 1 0 0 0 0 0 1 0 0 1 0 0 1 1 1 0 0 0 0 0

10 1 0 0 0 0 0 1 0 0 0 0 0 1 1 1 0 0 0 0 0

11 1 1 0 0 1 1 1 0 1 1 0 1 1 1 1 1 1 0 0 0

12 1 0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 0 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0

15 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

16 1 1 0 0 1 0 1 0 1 1 0 1 1 1 1 0 0 0 0 0

17 1 1 0 0 1 1 1 0 1 1 0 1 1 1 1 1 0 0 0 0

18 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1

19 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1

20 1 1 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0 0

Table 27: Denomination matrix for AT16.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 0 1 0 1 0 0 1 1 1 1 0 1 0 1 1 1 0 1

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 1 1 0 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 0 1

4 0 1 0 0 0 0 0 0 1 0 1 1 0 1 0 1 1 1 0 1

5 1 1 1 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1

6 0 1 0 1 0 0 0 0 1 0 1 1 0 1 0 1 1 1 0 1

7 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1

8 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1

9 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 1 0 1 0 1 0 0 1 0 1 1 0 1 0 1 1 1 0 1

11 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

12 0 1 0 0 0 0 0 0 1 0 1 0 0 1 0 1 1 1 0 1

13 1 1 0 1 0 1 0 0 1 1 1 1 0 1 0 1 1 1 0 1

14 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 1 0 1

15 1 1 0 1 0 1 0 0 1 1 1 1 1 1 0 1 1 1 0 1

16 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 1

17 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0

18 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 0 0 1

19 1 1 1 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 0 1

20 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0
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Table 28: Denomination matrix for AT17.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 0

2 0 0 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 0

3 0 0 0 0 0 1 0 1 0 1 0 0 1 1 0 1 1 0 1 0

4 0 0 1 0 0 1 0 1 0 1 0 0 1 1 1 1 1 1 1 0

5 0 0 1 1 0 1 0 1 0 1 0 0 1 1 1 1 1 1 1 0

6 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 1 0

7 0 0 1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 1 1 0

8 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

9 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

11 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1

12 0 0 1 1 1 1 0 1 0 1 0 0 1 1 1 1 1 1 1 0

13 0 0 0 0 0 1 0 1 0 1 0 0 0 1 0 1 0 0 1 0

14 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

15 0 0 1 0 0 1 0 1 0 1 0 0 1 1 0 1 1 1 1 0

16 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0

17 0 0 0 0 0 1 0 1 0 1 0 0 1 1 0 1 0 0 1 0

18 0 0 1 0 0 1 0 1 0 1 0 0 1 1 0 1 1 0 1 0

19 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0

20 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 0

Table 29: Denomination matrix for AT18.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 1 1 1 1 0 0 1 1 1 1 1 0 0 1 1 1 1 1

2 1 0 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

3 0 0 0 1 0 0 0 0 1 1 1 1 1 0 0 1 1 1 1 1

4 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 1 1 0 1 1

5 0 0 1 1 0 1 0 0 1 1 1 1 1 0 0 1 1 1 1 1

6 0 0 1 1 0 0 0 0 1 1 1 1 1 0 0 1 1 1 1 1

7 1 0 1 1 1 1 0 0 1 1 1 1 1 1 0 1 1 1 1 1

8 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

10 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

11 0 0 0 1 0 0 0 0 1 1 0 1 0 0 0 1 1 0 1 1

12 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 1 1

13 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 1 1 0 1 1

14 1 0 1 1 1 1 0 0 1 1 1 1 1 0 0 1 1 1 1 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 1 0 1 1

17 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0

18 0 0 0 1 0 0 0 0 1 1 1 1 1 0 0 1 1 0 1 1

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

20 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 1 0
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Table 30: Denomination matrix for AT19.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 1 1 0 1 0 1 1 1 0 1 1 1 1 1 1 0 0 0

2 0 0 1 1 0 1 0 1 1 1 0 1 1 0 1 1 1 0 0 0

3 0 0 0 0 0 1 0 0 1 0 0 0 1 0 1 1 1 0 0 0

4 0 0 1 0 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 0

5 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0

6 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 1 0 0 0

7 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 0 1 0

8 0 0 1 0 0 1 0 0 1 1 0 0 1 0 1 1 1 0 0 0

9 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0

10 0 0 1 0 0 1 0 0 1 0 0 0 1 0 1 1 1 0 0 0

11 1 1 1 1 0 1 0 1 1 1 0 1 1 1 1 1 1 0 1 0

12 0 0 1 1 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

14 0 1 1 1 0 1 0 1 1 1 0 1 1 0 1 1 1 0 0 0

15 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 1 0 0 0

16 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

18 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0

19 1 1 1 1 0 1 0 1 1 1 0 1 1 1 1 1 1 0 0 0

20 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0

Table 31: Denomination matrix for AT20.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

7 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

9 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

10 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0

11 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0

12 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0

13 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0

14 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0

16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0

17 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0

18 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0

19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0

20 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
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Table 32: Denomination matrix for AT21.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 1 0 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1

2 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0

3 1 1 0 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1

4 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

5 0 1 0 1 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0

6 0 1 0 1 1 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0

7 1 1 1 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1

8 1 1 1 1 1 1 1 0 1 1 1 0 1 1 0 1 1 1 1 1

9 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

11 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0

12 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1

13 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1

14 1 1 1 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1

15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1

16 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0

17 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

18 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 0 0 0

19 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 0 1

20 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 0 0

Table 33: Final denomination matrix.

Pop 1 2 3 4 5 6 7 8 9 10

1 0 0.196429 0.3125 0.455357 0.241071 0.1875 0.348214 0.089286 0.5 0.491071

2 0.375 0 0.258929 0.482143 0.267857 0.098214 0.401786 0.089286 0.5625 0.5

3 0.178571 0.3125 0 0.428571 0.303571 0.339286 0.401786 0.071429 0.5 0.5

4 0.196429 0.169643 0.223214 0 0.160714 0.1875 0.223214 0.178571 0.410714 0.25

5 0.330357 0.303571 0.267857 0.491071 0 0.053571 0.348214 0.071429 0.517857 0.455357

6 0.464286 0.553571 0.3125 0.464286 0.598214 0 0.392857 0.205357 0.616071 0.5

7 0.223214 0.169643 0.169643 0.428571 0.223214 0.258929 0 0.080357 0.419643 0.357143

8 0.482143 0.5625 0.5 0.473214 0.580357 0.366071 0.571429 0 0.517857 0.580357

9 0.151786 0.089286 0.151786 0.160714 0.133929 0.035714 0.232143 0.133929 0 0.241071

10 0.160714 0.151786 0.151786 0.321429 0.196429 0.151786 0.294643 0.071429 0.330357 0

11 0.3125 0.25 0.160714 0.321429 0.303571 0.178571 0.303571 0.133929 0.464286 0.339286

12 0.160714 0.196429 0.151786 0.4375 0.241071 0.1875 0.241071 0.089286 0.5 0.330357

13 0.169643 0.241071 0.151786 0.410714 0.258929 0.133929 0.160714 0.133929 0.383929 0.357143

14 0.241071 0.294643 0.321429 0.401786 0.428571 0.285714 0.401786 0.1875 0.357143 0.410714

15 0.410714 0.357143 0.339286 0.428571 0.482143 0.401786 0.419643 0.3125 0.5 0.491071

16 0.098214 0.133929 0.035714 0.214286 0.178571 0.044643 0.125 0.098214 0.348214 0.339286

17 0.348214 0.25 0.196429 0.419643 0.303571 0.160714 0.276786 0.071429 0.5 0.428571

18 0.401786 0.473214 0.455357 0.455357 0.607143 0.258929 0.464286 0.285714 0.580357 0.571429

19 0.330357 0.419643 0.383929 0.392857 0.410714 0.339286 0.455357 0.1875 0.526786 0.428571

20 0.303571 0.3125 0.151786 0.401786 0.4375 0.330357 0.375 0.133929 0.526786 0.330357
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our proposed algorithm (Table 44) performs better than
LEACH, LEACH-C, EECS, HEED, HEEC, and DEECET.
The performance has been measured in terms of the first node

dead, the cluster head dead, and the last node dead. We mea-
sured network lifetime in terms of dead nodes, as network life-
time means how much time a network sustains.

Table 34: Final denomination matrix.

11 12 13 14 15 16 17 18 19 20

1 0.339286 0.330357 0.482143 0.330357 0.160714 0.553571 0.303571 0.25 0.321429 0.348214

2 0.401786 0.375 0.410714 0.357143 0.294643 0.517857 0.401786 0.178571 0.232143 0.339286

3 0.491071 0.339286 0.5 0.25 0.232143 0.616071 0.455357 0.196429 0.267857 0.5

4 0.25 0.214286 0.160714 0.169643 0.223214 0.4375 0.232143 0.196429 0.258929 0.25

5 0.348214 0.330357 0.392857 0.223214 0.169643 0.473214 0.348214 0.044643 0.241071 0.214286

6 0.473214 0.464286 0.517857 0.366071 0.25 0.607143 0.410714 0.3125 0.3125 0.321429

7 0.348214 0.330357 0.491071 0.25 0.232143 0.526786 0.375 0.1875 0.196429 0.276786

8 0.517857 0.482143 0.517857 0.383929 0.258929 0.553571 0.5 0.285714 0.464286 0.517857

9 0.107143 0.151786 0.1875 0.214286 0.151786 0.303571 0.151786 0.071429 0.125 0.125

10 0.232143 0.321429 0.214286 0.160714 0.160714 0.3125 0.223214 0.080357 0.223214 0.321429

11 0 0.375 0.276786 0.303571 0.303571 0.544643 0.303571 0.214286 0.3125 0.375

12 0.276786 0 0.375 0.276786 0.160714 0.455357 0.267857 0.1875 0.258929 0.348214

13 0.294643 0.276786 0 0.178571 0.160714 0.553571 0.25 0.125 0.223214 0.294643

14 0.267857 0.294643 0.392857 0 0.258929 0.526786 0.401786 0.125 0.3125 0.348214

15 0.348214 0.410714 0.491071 0.3125 0 0.526786 0.553571 0.3125 0.330357 0.428571

16 0.107143 0.196429 0.098214 0.125 0.125 0 0.169643 0.044643 0.098214 0.125

17 0.348214 0.383929 0.401786 0.25 0.098214 0.482143 0 0.071429 0.1875 0.267857

18 0.4375 0.464286 0.526786 0.526786 0.339286 0.607143 0.5 0 0.232143 0.4375

19 0.339286 0.392857 0.428571 0.339286 0.321429 0.473214 0.464286 0.419643 0 0.428571

20 0.276786 0.303571 0.357143 0.303571 0.223214 0.446429 0.383929 0.214286 0.142857 0

Table 35: Abbreviations of attribute.

Attributes used Abbreviations

CH-Cov AT1

BS-CH Connectivity AT2

Avg-CH Life AT3

Avg-Residual Energy AT4

CH-Con-Avg Residual AT5

CH-Dcon-Avg Residual AT6

BS-CH Bearing AT7

Std Residual AT8

Avg-BS Life AT9

Std_Avg_Ch_Life AT10

Maximum_Dis_BS AT11

Avg_Dis_CHs AT12

Avg_BS_DIS AT13

Std_CH_Con_Avg_Residual AT14

Std_CH_Dcon_Avg_Residual AT15

Std_Residual AT16

Node_Power AT17

CH_Power AT18

Std_Power AT19

Std_Member Node AT20

Std_Dev_Energy Trans AT21

Table 36: Vec Pos and Vec Neg.

Vec Pos Vec Neg

1 6.241071 5.339286

2 6.544643 5.4375

3 6.883929 4.696429

4 4.392857 7.589286

5 5.625 6.357143

6 8.142857 4

7 5.544643 6.4375

8 9.116071 2.625

9 2.919643 9.0625

10 4.080357 7.901786

11 5.776786 6.205357

12 5.142857 6.4375

13 4.758929 7.223214

14 6.258929 5.321429

15 7.857143 4.125

16 2.705357 9.517857

17 5.446429 6.696429

18 8.625 3.517857

19 7.482143 4.741071

20 5.955357 6.267857
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The proposed APRO method is a hybrid approach of
AHP and PROMETHEE, and the time complexity of the
algorithm is oðmn2Þ and OðmnlognÞ, respectively, and the
overall proposed APRO hybrid algorithmic complexity is
OðmnlognÞ.

Table 37: Net flow.

Alternatives Net flow

1 0.901786

2 1.107143

3 2.1875

4 -3.19643

5 -0.73214

6 4.142857

7 -0.89286

8 6.491071

9 -6.14286

10 -3.82143

11 -0.42857

12 -1.29464

13 -2.46429

14 0.9375

15 3.732143

16 -6.8125

17 -1.25

18 5.107143

19 2.741071

20 -0.3125

Table 38: Rank of the PROMETHEE.

Pop Rank

1 8

2 18

3 6

4 15

5 19

6 3

7 2

8 14

9 1

10 20

11 11

12 5

13 7

14 17

15 12

16 13

17 4

18 10

19 9

20 16

Table 39: First scenario.

Parameter Values

Area of deployment 200∗200
Sensor nodes 150

Base station position (100, 100)

Initial node power .2 J

Table 40: Second scenario.

Parameter Values

Area of deployment 250∗250
Sensor nodes 150

Base station position (100, 100)

Initial node power .2 J

Table 41: Third scenario.

Parameter Values

Area of deployment 300∗300
Sensor nodes 200

Base station position (100, 150)

Initial node power .2 J

Table 42: Fourth scenario.

Parameter Values

Area of deployment 400∗400
Sensor nodes 250

Base station position (150, 200)

Initial node power .2 J

Table 43: Fifth scenario.

Parameter Values

Area of deployment 500∗500
Sensor nodes 1000

Base station position (250, 250)

Initial node power .2 J

Table 44: Abbreviations used for comparison of our proposed
algorithms.

Abbreviations used for algorithms Name of the algorithms

C1 APRO (proposed algorithm)

C2 LEACH

C3 LEACH-C

C4 EECS

C5 HEED

C6 HEEC

C7 DEECET
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The confidence interval of the proposed approach is 99%
which can be calculated as

Confidence Interval = 20:6 ± 0:219 ±1:1%ð Þ 20:381 − 20:819½ �,

C:I = �x ± Z × sffiffiffi
n

p = 20:6 ± 2:5758 × 1:2ffiffiffiffiffiffiffi
200

p 20:6 ± 0:219:

ð18Þ

Figure 3 shows that in all the scenario whether we
change the simulation area, increase the number of sensor
nodes, or change the base station position, the proposed
APRO algorithm performs better than other algorithms. In
the figure, we have also shown the simulated area with sen-
sor nodes in each scenario so that we can better understand
the scenarios. In our proposed APRO algorithm, applying
multiattributes for cluster head selection shows that network
lifetime has been increased with efficient energy consump-
tion. Also considering every aspect of sensor nodes, load bal-
ance between nodes and thus efficient energy consumption
helps in increasing the network lifetime.

7.1. Statistical Analysis. Here, Table 45 represents the statis-
tical significance of analyzing the performance of the net-
work. If we choose the alternative based on maximum
residual, maximum coverage, and maximum connectivity,
then the 1st alternative is for maximum coverage, the 3rd

for maximum connectivity, and the 11th for maximum resid-
ual energy. Although the rank of the best alternatives has
been given the solution by our proposed algorithm, these
alternatives are 8th, 18th, and 11th (PROM ranking) and
8th, 10th, and 14th (AHP ranking). If we choose alternative
1st based on maximum coverage, then it will show that sen-
sor nodes are near to the base station and they will consume
less energy, but it will not guarantee that distance from CH
to the base station is less and CHs are having higher residual
energy for the data transmission. The chosen alternative
shows that the solution is not optimal as it consumes more
energy for data transmission which lowers network lifetime
as other attributes were not optimal. The rank given to this
alternative by PROMETHHE and AHP is 8th.

If we choose 3rd alternative based on maximum connec-
tivity, then it will assure that CH is near the base station but
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Figure 3: Performance of the experimental results.
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not guarantee higher residual energy. The sensor nodes
other than the CH will be far away from the base station.
As normal sensor nodes were at a higher distance, they
require higher residual energy for data transmission. In this
case, the network lifetime and residual energy will be lower.
The rank given by the proposed algorithm is 6th and 7th,
respectively. If we choose the 8th alternative based on higher
maximum residual energy, then it will give higher residual
energy to sensor nodes. But sensor nodes were not equally
distributed and sensor nodes’ loads were also not balanced
which causes a lower network lifetime. The rank given by
our proposed APRO algorithm to this alternative is 11th

and 14th. The other attribute values prove that the above
results were not optimal; thus, we can say that with many
limitations, the solutions were not optimal. Thus, we have
to consider other attributes for CH’s selection for data trans-
mission. Such selected CHs should have a maximum lifetime
with evenly distributed sensor nodes and have efficient
energy consumption. The proposed algorithm provides opti-
mal CH selection where all attributes have their optimal
values and the simulation results were evaluated in terms
of FND, CHD, and LND.

8. Conclusion and Future Scope

The proposed APRO algorithm provides a load-balanced
and increased network lifetime for the selection of cluster
heads by considering the twenty-one attributes. All the attri-
butes were considered and synchronized among them for
the data collection process. The selected cluster heads

(CHs) have a balanced load among the sensor nodes with
optimal energy consumption for the data transmission to
the base station. The results validate the outcome of our pro-
posed algorithm which verify consume optimal energy con-
sumption for data transmissions. Results show that the
considered 21 attributes play an important role in efficient
energy consumption and increased network lifetime. As far
as energy consumption is considered to be the most impor-
tant factor in sensor networks, thus sensor nodes consume
less energy and also balance the load among the sensor
nodes. So, our proposed algorithm favored the data trans-
mission and collection for a longer time in the network.
Also, we have taken some scenarios in which we have chan-
ged the number of sensor nodes, deployment area, and base
station position, where we can see that our proposed algo-
rithm performs well compared to other algorithms. This
shows that our proposed algorithm is scalable to small or
large deployment areas and applications. We conclude that
our proposed algorithm performs better than the other algo-
rithms and our results validate as well.

In the future automatic weight, an assignment can be
done using the fuzzy logic approach in place of relative
weight. Automatic weight assignment can be done for
enhancing the performance of the network. Further, we
can move to the multihop transmission of data.

Data Availability

Data will be made available after making reasonable request
from the author.

Table 45: Statistical significance of the attributes.

AHP PROMETHEE Max residual Max CN Max COV

Ch-Cov 97.674 100 89.117 92.341 100

Bs-Ch Connectivity .6138 .6138 .5816 .8954 .6389

Avg-Ch Life 2631.6713 2754.4364 2612.6781 2234.15167 2314.7827

Avg-Residual Energy .6453 .6453 .69874 .5887 .6193

Ch-Con-Avg Residual .3986 3.9876 3.2581 4.6897 3.7862

Ch-Dcon-Avg Residual 1.5637 1.5627 .56379 3.5788 2.6737

Bs-Ch Bearing 98.8967 98.9899 93.6578 91.2567 92.5364

Std Residual 2.6897 2.8967 2.3552 2.1547 2.4567

Avg-Bs Life 148.8753 169.6475 145.6742 154.7836 158.5362

Std_Avg_Ch_Life 167.3899 189.3748 156.7411 141.4748 190.3832

Maximum_Dis_Bs 575.2891 517.3849 784.3628 628.3718 616.3783

Avg_Dis_Chs 56.1123 56.4783 99.4738 78.4949 72.3949

Avg_BS_DIS 61.3849 56.3839 89.9401 78.4839 81.4788

Std_Ch_Con_Avg_Residual .26178 .26894 .31473 .27671 .2134

Std_CH_Dcon_Avg_Residual .2084 .2568 .3897 .2897 .2979

Std_Residual .00156 .00167 .00238 .01383 .01898

Node_Power .002146 .002146 .01278 .01238 .01287

Ch_Power .00247 .00247 .00357 .003897 .00387

Std_Power .004678 .004768 .005678 .005987 .006178

Std_Member Node .28971 .28917 .36887 .34572 .37826

Std_Dev_Energy Trans .00237 .00267 .01837 .01987 .02397

26 Journal of Sensors



Conflicts of Interest

There is no conflict of interest among the authors.

Authors’ Contributions

The authors have given consent for the publication.

Acknowledgments

The first author is thankful for the UGC-BHU-NET fellow-
ship. The corresponding author is grateful for IoE grant of
the Banaras Hindu University.

References

[1] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci,
“Wireless sensor networks: a survey,” Computer Networks,
vol. 38, no. 4, pp. 393–422, 2002.

[2] A. Shahraki, A. Taherkordi, Ø. Haugen, and F. Eliassen, “Clus-
tering objectives in wireless sensor networks: a survey and
research direction analysis,” Computer Networks, vol. 180, arti-
cle 107376, 2020.

[3] A. A. Abbasi and M. Younis, “A survey on clustering algo-
rithms for wireless sensor networks,” Computer Communica-
tions, vol. 30, no. 14-15, pp. 2826–2841, 2007.

[4] W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan,
“An application-specific protocol architecture for wireless
microsensor networks,” IEEE Transactions on Wireless Com-
munications, vol. 1, no. 4, pp. 660–670, 2002.

[5] T. M. Behera, U. C. Samal, and S. K. Mohapatra, “Energy-effi-
cient modified LEACH protocol for IoT application,” IET
Wireless Sensor Systems, vol. 8, no. 5, pp. 223–228, 2018.

[6] S. Shi, X. Liu, and X. Gu, “An energy-efficiency optimized
LEACH-C for wireless sensor networks,” in 7th International
Conference on Communications and Networking in China,
pp. 487–492, Kunming, China, 2012.

[7] O. Younis and S. Fahmy, “HEED: a hybrid, energy-efficient,
distributed clustering approach for ad hoc sensor networks,”
IEEE Transactions on Mobile Computing, vol. 3, no. 4,
pp. 366–379, 2004.

[8] Z. Ullah, “A survey on hybrid, energy efficient and distributed
(HEED) based energy efficient clustering protocols for wireless
sensor networks,” Wireless Personal Communications,
vol. 112, no. 4, pp. 2685–2713, 2020.

[9] S. Bharany, S. Sharma, S. Badotra et al., “Energy-efficient clus-
tering scheme for flying ad-hoc networks using an optimized
LEACH protocol,” Energies, vol. 14, no. 19, p. 6016, 2021.

[10] M. N. Khan and M. Jamil, “Performance improvement in life-
time and throughput of LEACH protocol,” Indian Journal of
Science and Technology, vol. 9, no. 21, pp. 1–6, 2016.

[11] H. Liang, S. Yang, L. Li, and J. Gao, “Research on routing opti-
mization of WSNs based on improved LEACH protocol,”
EURASIP Journal on Wireless Communications and Network-
ing, vol. 2019, no. 1, Article ID 194, 2019.

[12] S. Tyagi and N. Kumar, “A systematic review on clustering and
routing techniques based upon LEACH protocol for wireless
sensor networks,” Journal of Network and Computer Applica-
tions, vol. 36, no. 2, pp. 623–645, 2013.

[13] S. E. Khediri, N. Nasri, A. Wei, and A. Kachouri, “A new
approach for clustering in wireless sensors networks based

on LEACH,” Procedia Computer Science, vol. 32, pp. 1180–
1185, 2014.

[14] M. A. Al Sibahee, S. Lu, M. Z. Masoud, Z. A. Hussien, M. A.
Hussain, and Z. A. Abduljabbar, “LEACH-T: LEACH cluster-
ing protocol based on three layers,” in 2016 International Con-
ference on Network and Information Systems for Computers
(ICNISC), pp. 36–40, Wuhan, China, 2016.

[15] P. Rajpoot and P. Dwivedi, “Multiple parameter based energy
balanced and optimized clustering for WSN to enhance the
lifetime using MADM approaches,” Wireless Personal Com-
munications, vol. 106, no. 2, pp. 829–877, 2019.

[16] D. Kalaimani, Z. Zah, and S. Vashist, “Energy-efficient
density-based fuzzy C-means clustering in WSN for smart
grids,” Australian Journal of Multi-Disciplinary Engineering,
vol. 17, no. 1, pp. 23–38, 2021.

[17] S. Ketu and P. K. Mishra, “Internet of healthcare things: a con-
temporary survey,” Journal of Network and Computer Applica-
tions, vol. 192, article 103179, 2021.

[18] S. Ketu and P. K. Mishra, “Cloud, fog and mist computing in
IoT: an indication of emerging opportunities,” IETE Technical
Review, vol. 39, no. 3, pp. 713–724, 2022.

[19] S. Dhingra, R. B. Madda, R. Patan, P. Jiao, K. Barri, and A. H.
Alavi, “Internet of things-based fog and cloud computing tech-
nology for smart traffic monitoring,” Internet of Things,
vol. 14, article 100175, 2021.

[20] S. Ketu and P. K. Mishra, “Empirical analysis of machine
learning algorithms on imbalance electrocardiogram based
arrhythmia dataset for heart disease detection,” Arabian Jour-
nal for Science and Engineering, vol. 47, no. 2, pp. 1447–1469,
2022.

[21] S. Singh and A. H. Ganie, “Applications of picture fuzzy simi-
larity measures in pattern recognition, clustering, and
MADM,” Expert Systems with Applications, vol. 168, article
114264, 2021.

[22] P. Rajpoot and P. Dwivedi, “MADM based optimal nodes
deployment for WSN with optimal coverage and connectiv-
ity,” IOP Conference Series: Materials Science and Engineering,
vol. 1020, no. 1, article 012003, 2021.

[23] P. Rawat and S. Chauhan, “Clustering protocols in wireless
sensor network: a survey, classification, issues, and future
directions,” Computer Science Review, vol. 40, article 100396,
2021.

[24] A. Srivastava and P. K. Mishra, “A survey on WSN issues with
its heuristics and meta-heuristics solutions,”Wireless Personal
Communications, vol. 121, no. 1, pp. 745–814, 2021.

[25] I. Daanoune, B. Abdennaceur, and A. Ballouk, “A comprehen-
sive survey on LEACH-based clustering routing protocols in
wireless sensor networks,” Ad Hoc Networks, vol. 114, article
102409, 2021.

[26] S. T. Sheriba and D. H. Rajesh, “Energy-efficient clustering
protocol for WSN based on improved black widow optimiza-
tion and fuzzy logic,” Telecommunication Systems, vol. 77,
no. 1, pp. 213–230, 2021.

[27] Y. M. Raghavendra and U. B. Mahadevaswamy, “Energy effi-
cient intra cluster gateway optimal placement in wireless sen-
sor network,” Wireless Personal Communications, vol. 119,
no. 2, pp. 1009–1028, 2021.

[28] S. Madhu, R. K. Prasad, P. Ramotra, D. R. Edla, and A. Lipare,
“A location-less energy efficient algorithm for load balanced
clustering in wireless sensor networks,” Wireless Personal
Communications, vol. 122, no. 2, pp. 1967–1985, 2022.

27Journal of Sensors



[29] R. K. Prasad, S. Madhu, P. Ramotra, and D. R. Edla, “Firework
inspired load balancing approach for wireless sensor net-
works,”Wireless Networks, vol. 27, no. 6, pp. 4111–4122, 2021.

[30] S. M. Bozorgi and A. M. Bidgoli, “HEEC: a hybrid unequal
energy efficient clustering for wireless sensor networks,”Wire-
less Networks, vol. 25, no. 8, pp. 4751–4772, 2019.

[31] A. Srivastava and P. K. Mishra, “Multi-attributes based energy
efficient clustering for enhancing network lifetime in WSN’s,”
Peer-to-Peer Networking and Applications, vol. 15, no. 6,
pp. 2670–2693, 2022.

[32] A. Shahraki, A. Taherkordi, Ø. Haugen, and F. Eliassen, “A
survey and future directions on clustering: from WSNs to
IoT and modern networking paradigms,” IEEE Transactions
on Network and Service Management, vol. 18, no. 2,
pp. 2242–2274, 2021.

[33] A. A. H. Hassan, W. M. Shah, A. H. H. Habeb, M. F. I.
Othman, and M. N. Al-Mhiqani, “An improved energy-
efficient clustering protocol to prolong the lifetime of the
WSN-based IoT,” IEEE Access, vol. 8, pp. 200500–200517,
2020.

[34] Y. Liu, J. Gao, Y. Jia, and L. Zhu, “A cluster maintenance algo-
rithm based on LEACH-DCHS protoclol,” in 2008 Interna-
tional Conference on Networking, Architecture, and Storage,
pp. 165-166, Chongqing, China, 2008.

[35] M. El_Saadawy and E. Shaaba, “Enhancing S-LEACH security
for wireless sensor networks,” in 2012 IEEE International Con-
ference on Electro/Information Technology, pp. 1–6, Indianap-
olis, IN, USA, 2012.

[36] A. F. Marhoon and M. H. Awaad, “Reduce energy consump-
tion by improving the LEACH protocol,” International Jour-
nal of Computer Science and Mobile Computing, vol. 3, no. 1,
pp. 1–9, 2014.

[37] A. Tripathi, N. Yadav, and R. Dadhich, “Optimization of clus-
tering in SPIN-C and LEACH for data centric wireless sensor
networks,” Proceedings of Fourth International Conference on
Soft Computing for Problem Solving, 2015, pp. 197–205,
Springer, New Delhi, 2015.

[38] A. Das and P. N. Astya, “A relative survey of various LEACH
based routing protocols in wireless sensor networks,” in 2017
International Conference on Computing, Communication and
Automation (ICCCA), pp. 630–636, Greater Noida, India,
2017.

[39] S. K. Singh, P. Kumar, and J. P. Singh, “A survey on successors
of LEACH protocol,” IEEE Access, vol. 5, pp. 4298–4328, 2017.

[40] M. Abdurohman, Y. Supriadi, and F. Z. Fahmi, “A modified
E-LEACH routing protocol for improving the lifetime of a
wireless sensor network,” Journal of Information Processing
Systems, vol. 16, no. 4, pp. 845–858, 2020.

[41] M. Xiao, X. Zhang, and Y. Dong, “An effective routing proto-
col for energy harvesting wireless sensor networks,” in 2013
IEEE Wireless Communications and Networking Conference
(WCNC), pp. 2080–2084, Shanghai, China, 2013.

[42] W. He, “Energy-saving algorithm and simulation of wireless
sensor networks based on clustering routing protocol,” IEEE
Access, vol. 7, pp. 172505–172514, 2019.

[43] X. Zhao and N. Wang, “An unequal layered clustering
approach for large scale wireless sensor networks,” in 2010
2nd International Conference on Future Computer and Com-
munication, pp. V1-750–V1-756, Wuhan, China, 2010.

[44] M. Demirbas, A. Arora, V. Mittal, and V. Kulathumani,
“Design and analysis of a fast local clustering service for wire-

less sensor networks,” in First International Conference on
Broadband Networks, pp. 700–709, San Jose, CA, USA, 2004.

[45] N. Aslam, W. Phillips, W. Robertson, and S. Sivakumar, “A
multi-criterion optimization technique for energy efficient
cluster formation in wireless sensor networks,” Information
Fusion, vol. 12, no. 3, pp. 202–212, 2011.

[46] M. Ye, C. Li, G. Chen, and J. Wu, “EECS: an energy efficient
clustering scheme in wireless sensor networks,” in PCCC
2005. 24th IEEE International Performance, Computing, and
Communications Conference, 2005., pp. 535–540, Phoenix,
AZ, USA, 2005.

[47] D. Kumar, T. C. Aseri, and R. Patel, “EEHC: energy efficient
heterogeneous clustered scheme for wireless sensor networks,”
Computer Communications, vol. 32, no. 4, pp. 662–667, 2009.

[48] T. N. Qureshi, N. Javaid, A. H. Khan, A. Iqbal, E. Akhtar, and
M. Ishfaq, “BEENISH: balanced energy efficient network inte-
grated super heterogeneous protocol for wireless sensor net-
works,” Procedia Computer Science, vol. 19, pp. 920–925, 2013.

[49] N. Javaid, T. N. Qureshi, A. H. Khan, A. Iqbal, E. Akhtar, and
M. Ishfaq, “EDDEEC: enhanced developed distributed energy-
efficient clustering for heterogeneous wireless sensor net-
works,” Procedia computer science, vol. 19, pp. 914–919, 2013.

[50] S. Jinlei, L. Wei, T. Chuanyu, W. Tianru, J. Tao, and T. Yong,
“A novel active equalization method for series-connected bat-
tery packs based on clustering analysis with genetic algo-
rithm,” IEEE Transactions on Power Electronics, vol. 36,
no. 7, pp. 7853–7865, 2021.

[51] M. K. Shahzad, S. M. Islam, M. Hossain, M. Abdullah-
Al-Wadud, A. Alamri, and M. Hussain, “GAFOR: genetic
algorithm based fuzzy optimized re-clustering in wireless
sensor networks,” Mathematics, vol. 9, no. 1, p. 43, 2021.

[52] S. Rani, S. H. Ahmed, and R. Rastogi, “Dynamic clustering
approach based on wireless sensor networks genetic algorithm
for IoT applications,” Wireless Networks, vol. 26, no. 4,
pp. 2307–2316, 2020.

[53] P. Raju, Y. Subash, and K. Rishabh, “EEWC: energy-efficient
weighted clustering method based on genetic algorithm for
HWSNs,” Complex & Intelligent Systems, vol. 6, no. 2,
pp. 391–400, 2020.

[54] E. Khanmohammadi, B. Barekatain, and A. A. Quintana, “An
enhanced AHP-TOPSIS-based clustering algorithm for high-
quality live video streaming in flying ad hoc networks,” The
Journal of Supercomputing, vol. 77, no. 9, pp. 10664–10698,
2021.

[55] A. Shelebaf and S. Tabatabaei, “A novel method for clustering
in WSNs via TOPSIS multi-criteria decision-making algo-
rithm,” Wireless Personal Communications, vol. 112, no. 2,
pp. 985–1001, 2020.

[56] C. Bai, R. Zhang, L. Qian, L. Liu, and Y. Wu, “An ordered clus-
tering algorithm based on fuzzy c-means and PROMETHEE,”
International Journal of Machine Learning and Cybernetics,
vol. 10, no. 6, pp. 1423–1436, 2019.

[57] H. Li, Y. Liu,W. Chen,W. Jia, B. Li, and J. Xiong, “COCA: con-
structing optimal clustering architecture to maximize sensor
network lifetime,” Computer Communications, vol. 36, no. 3,
pp. 256–268, 2013.

[58] D. K. Sah and T. Amgoth, “Renewable energy harvesting
schemes in wireless sensor networks: a survey,” Information
Fusion, vol. 63, pp. 223–247, 2020.

[59] S. Venkatraman and S. K. Sarvepalli, “Load balance technique
with adaptive position updates (LAPU) for geographic routing

28 Journal of Sensors



in MANETs,” EURASIP Journal on Wireless Communications
and Networking, vol. 2018, no. 1, Article ID 73, 2018.

[60] S. A. Sert, A. Alchihabi, and A. Yazici, “A two-tier distributed
fuzzy logic based protocol for efficient data aggregation in
multihop wireless sensor networks,” IEEE Transactions on
Fuzzy Systems, vol. 26, no. 6, pp. 3615–3629, 2018.

[61] S. A. Sert and A. Yazici, “Increasing energy efficiency of rule-
based fuzzy clustering algorithms using CLONALG-M for
wireless sensor networks,” Applied Soft Computing, vol. 109,
article 107510, 2021.

[62] S. A. Sert, “A novel hybrid grey wolf optimization methodol-
ogy for resource constrained networks,” in 2022 30th Signal
Processing and Communications Applications Conference
(SIU), pp. 1–4, Safranbolu, Turkey, 2022.

[63] E. I. Nezha, N. Abdellah, and E. A. Hassan, “Energy-aware
clustering and efficient cluster head selection,” International
Journal on Smart Sensing and Intelligent Systems, vol. 14,
no. 1, pp. 1–15, 2021.

[64] J. S. Lee and C. L. Teng, “An enhanced hierarchical clustering
approach for mobile sensor networks using fuzzy inference
systems,” IEEE Internet of Things Journal, vol. 4, no. 4,
pp. 1095–1103, 2017.

[65] N. El Idrissi, A. Najid, and H. El Alami, “New routing tech-
nique to enhance energy efficiency and maximize lifetime of
the network in WSNs,” International Journal of Wireless Net-
works and Broadband Technologies, vol. 9, no. 2, pp. 81–93,
2020.

[66] H. El Alami and A. Najid, “A new fuzzy clustering algorithm to
enhance lifetime of wireless sensor networks,” in International
Afro-European Conference for Industrial Advancement,
pp. 68–76, Springer, Cham, 2018.

[67] J. S. Lee and W. L. Cheng, “Fuzzy-logic-based clustering
approach for wireless sensor networks using energy predica-
tion,” IEEE Sensors Journal, vol. 12, no. 9, pp. 2891–2897,
2012.

29Journal of Sensors


	Load-Balanced Cluster Head Selection Enhancing Network Lifetime in WSN Using Hybrid Approach for IoT Applications
	1. Introduction
	2. Related Work
	3. Assumption and System Model
	3.1. Assumptions
	3.2. Energy Model
	3.3. Parameters and Energy Model for the Simulation

	4. Attributes Considered for the Proposed Work
	5. Data Set Generation
	6. Evolution Methods for the Selection of CHs Using MADM
	6.1. AHP (Analytical Hierarchy Process) Method for CH’s Selection
	6.2. PROMETHEE Method for CH Selection

	7. Simulation Results
	7.1. Statistical Analysis

	8. Conclusion and Future Scope
	Data Availability
	Conflicts of Interest
	Authors’ Contributions
	Acknowledgments



