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The limitation of the number of estimable sources in the localization of radiation near-field sources with gain–phase error is
examined in this paper. When only the reference element has no gain–phase error, a new method based on an accurate model is
proposed to enhance the maximum number of estimable sources. Based on the location parameter details of the auxiliary source,
the method first derives the gain–phase error estimate matrix. Second, the source steering vector including errors is estimated using
the total least square estimating signal parameter via rotational invariance techniques (TLS-ESPRIT), and the time-shifted data
matrix is built utilizing the space–time combination idea, thus increasing the degree of freedom of the array. Then, the source
steering vector containing the error is modified by the error compensation matrix constructed according to the moment of
gain–phase error estimation. Finally, the estimated values of the source position parameters are obtained by using the closed
formula of the gain phase of the modified source steering vector and the source position parameters. The experimental results show
that the maximum estimable source number of the proposed algorithm is significantly improved compared with the previous
results when only the reference array element has no gain–phase error. When the array number is 5 and 9, the maximum estimable
source number of the algorithm is 9 and 17, respectively.

1. Introduction

Source localization is a research branch of array signal proces-
sing, and it plays an important role in radar, electronic moni-
toring, navigation, aerospace, andmedical imaging [1–3]. In the
initial stage of source location research, the direction of
incoming wave is mainly estimated for radiation far-field
(RFF) sources and a large number of related algorithms are
proposed [4–8]. With the rapid development of 5G andMIMO
technologies [8, 9], the space electromagnetic field environ-
ment becomes more complex, and the distances between
some sources and arrays are less than the Rayleigh distance.
The location of such sources also needs to consider the estima-
tion of source range parameters. In recent years, the location
parameter estimation of radiation near-field (RNF) sources or
radiation mixed sources has become a key research direction.
Among the existing results, most of them are based on the
ideal environment of the RNF source or the mixed source
localization algorithm in the radiation field [10–15].

In practical engineering applications, due to various
errors are inevitable, the actual array flow pattern often has
a certain degree of deviation or disturbance, so the perfor-
mance of the RNF source localization algorithm based on the
ideal environment seriously deteriorates or even fails. In view
of the existence of sensor position error [16], mutual cou-
pling between array elements [17, 18] or amplitude phase
error [19], it is of great significance to study the RNF source
localization algorithm. At present, some related algorithms
have been proposed [19–24]. The methods of these algorithms
to solve the amplitude phase error can be divided into two
categories:

(1) The auxiliary array element method [20–24]: first, it is
assumed that some elements have been calibrated.
Then a special fourth-order cumulant matrix about
the calibrated array is constructed or the relevant sec-
ond order moments are constructed based on cali-
brated arrays. Finally, the source location parameters
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are estimated by the rotationally invariant subspace
method. This method has at least three correction ele-
ments and has high computational complexity.

(2) The priority estimation RFF source method [19]: first,
the incoming direction of the RFF source is estimated
according to the spatial spectrum estimation method.
Then the error parameters are calculated according to
the angle estimates of the radiating far-field source.
Finally, a special matrix related to RNF is constructed
and the RNF source location parameters are estimated.

In recent years, some results have been proposed for mix
RNF and RFF localization with amplitude and phase errors.
The characteristics of the far-field source steering vector and
the MUSIC algorithm are used to estimate the amplitude
phase error of the array in [19], and then the MUSIC algo-
rithm is used again to estimate the position parameters of the
RNF source. Although, the method does not use calibration
array to avoid the influence of amplitude phase error, but is
limited by the assistance of far-field sources. A special
method based on electromagnetic vector sensor combined
with polarization to solve the effect of amplitude phase error
in [20], but the source position parameter estimation without
spectrum search is closely related to the particularity of the
array element. In [21, 23, 24], the core of source location
parameter estimation methods is the combination of special
high-order cumulants and ESPRIT or MUSIC, which mainly
constructs the required special high-order moments accord-
ing to the adopted methods. In order to avoid the construc-
tion of special high-order moments, the DOA estimation
using sparse total least squares algorithm is proposed in
[22], and the source position parameter estimation is first
realized and then the amplitude phase error is estimated. In
the above algorithms, the core methods used to estimate the
information source location parameters still adopt the idea of
ESPRIT and MUSIC. The maximum estimable source num-
ber of the above algorithm is limited by the data covariance
matrix, resulting in the maximum estimable source must be
less than the total number of elements. However, the number
of sources to be estimated in a real-world environment is a
factor of uncertainty. When the total number of sources is
greater than the number of array elements, the existing RNF
source location algorithm cannot achieve the estimation of
all source location parameters under nonideal conditions.
Therefore, the research about increasing the maximum num-
ber of estimable sources in the algorithm is significant.

On the other hand, the amplitude of the RNF source
steering vector in the precise model has a path loss and the
phase is nonlinear. Most of the above RNF source localiza-
tion algorithms use the Fresnel approximation model to esti-
mate the location parameters of the RNF source [19–22]. The
amplitude of the source steering vector based on the Fresnel
model is assumed to be 1, and the phase is in the form of a
quadratic sum. However, there is a model mismatch between
the Fresnel model and the precise signal model, and nonran-
dom errors are introduced into the array flow pattern. There-
fore, the RNF source localization algorithm based on Fresnel

model cannot accurately estimate the source location param-
eter estimation in the actual environment.

The existing RNF source location parameter estimation
algorithms have certain restrictions when there is amplitude-
phase error, that is, the maximum estimated number of
sources is limited by the total number of elements. To address
this limitation, we propose an RNF source location algorithm
based on auxiliary source and delay. Consider an RNF source
with known positional parameters. The amplitude-phase error
of each element can be estimated by using this auxiliary
source and a calibration matrix of amplitude phase error is
constructed. In addition, we use the delay method to increase
the maximum estimable source number of the algorithm and
avoid the construction of special high-priced cumulants. We
use the data received by the array and the data after the delay
to constructed thematrix beam and obtain the source location
parameters are estimated by total least square estimating
signal parameter via rotational invariance techniques (TLS-
ESPRIT) algorithm.

Compared with the existing methods, the main contribu-
tions of this paper are as follows:

(i) It increases themaximumnumber of estimable sources
without increasing the number of elements or increas-
ing the spacing between adjacent element.

(ii) It adopts the space–time combination method and
the subspace fitting method to construct the received
datamatrix with the same structure, which avoids the
generation of special fourth-order cumulants.

(iii) The exact model of nonuniform linear array is used
to avoid the mismatch problem of Fresnel model. In
addition, the spacing between adjacent arrays is not
limited to less than a quarter of the wavelength or
the array is symmetrical.

The remaining article is structured as follows: Section 2
introduces the accurate model of RNF source when there are
amplitude and phase errors. Section 3 introduces the source
location parameter estimation method combined with auxil-
iary source and delay method. In Section 4, the localization
performance of the proposed algorithm is analyzed from
three aspects: computational complexity, maximum estima-
ble source number, and hybrid source localization capability.
The simulation results of the proposed algorithm and other
algorithms are given in Section 5. Finally, Section 6 offers the
summary of this paper and the prospect of future related
work according to the simulation results.

Throughout the paper, the ð ÞT ; ⋅; ð ÞH , and ð Þ−1 denote
transpose, point multiplication, conjugate transpose, and
inverse, respectively. ffA represents the angle corresponding
to phase A; ½A j B� denotes the combination of K×K matrix
A and K×K matrix B into a new 2K×K matrix; j j the
absolute value; diagð Þ the diagonal matrix; spanf g the
expansion space; arcsinð Þ is inverse-sine function and
argminð Þ the minimum phase of a complex number. IK
denotes the K×K identity matrix. E is taking the mean of
the data.
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2. Array Model with Gain–Phase Error

Assume Q randomly distributed narrowband and indepen-
dent RNF signals impinge on a nonuniform linear array
composed of N ðN ¼ 2Mþ 1;M 2ZþÞ elements, where
M is the number of array elements on one side of the coor-
dinate origin and the elements arranged on the X-axis, as
illustrated in Figure 1. The M+ 1th element, which is called
the reference element, is located at the origin of the Cartesian
coordinate and serves as a reference for magnitude and
phase. Narrowband RNF sources are nonzero peak station-
ary random processes, with ðθp;  LpÞ denoting the q-th source
position. θq 2 ð− π=2;  π=2Þ is the angle formed by the
incoming direction of the source and the normal location
of the reference element, and it is referred to as the direction
of arrival. The source array distance is Lq 2 ½0:62

ffiffiffiffiffiffiffiffiffiffi
D3=λ

p
;

2D2=λ�, which is the distance from the source to the refer-
ence element, where λ is the wavelength and D is the array
aperture. The distance from various sources to various ele-
ments varies, with the distance from the q-th source to the
i-th element given as follows:

li;q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lq sin θq
À Á

2 þ Lq cos θq − di
À Á

2
q

; ð1Þ

where di is the position coordinate of i-th element.
In ideal case, the magnitude–phase factor between the

i-th element and the q-th source can be summarized by the
following equation:

ai θq;  Lq
À Á¼ ηi;qe

−jφi;q ¼ Lq
li;q

e−j
2π
λ Lq−li;qð Þ; ð2Þ

where ηi;q ¼ Lq=li;q is referred to as the spatial magnitude
factor and φi;q ¼ 2πðLq − Li;qÞ=λ is the spatial phase factor.
The data that the i-th element receives from the q-th source
at time t can represent as follows:

xi tð Þ ¼ ∑
Q

q¼1
ai θq;  Lq
À Á

sq tð Þ þ ni tð Þ; ð3Þ

where sqðtÞ represents the spatial signal of qth source, and
the noise of ith element is represented by niðtÞ at time t. The
representation of the data it has received is as follows:

X tð Þ ¼ ∑
Q

q¼1
a θq;  lq
À Á

sq tð Þ þ n tð Þ ¼ AS tð Þ þ N tð Þ; ð4Þ

where SðtÞ¼ ½s1ðtÞ;  …;  sQðtÞ�T is the Q× 1 signal vector
and NðtÞ¼ ½n−MðtÞ;  …;  n0ðtÞ;  …;  nMðtÞ�T denotes the
N × 1 additive and uncorrelated noise vector. A¼ ½aðθ1;  l1Þ;
 …;  aðθQ;  lQÞ� is a N ×Q array flow pattern matrix, in which
the data steering vector of the qth source is described as follows:

a θq; Lq
À Á¼ a−M θq;  Lq

À Á
;  …;  a0 θq;  Lq

À Á
;  …;  aM θq;  Lq

À ÁÂ Ã
T

¼ η−M;qe
jφ−M;q ;  …;  η0;qe

jφ0;q ;  …;  ηM;qe
jφM;q

Â Ã
T :

ð5Þ

In practice, the gain–phase error is caused by the irregu-
larity of the gain of amplifier in the array receiving channel.
The steering vector of the array receiving the q-th source is
now written as follows:

ba θq; Lq
À Á¼ Γ−Ma−M θq;  Lq

À Á
;  …;  Γ0a0 θq;  Lq

À Á
;  …;  ΓMaM θq;  Lq

À ÁÂ Ã
T

¼ Γa θq;  Lq
À Á

;

ð6Þ

where Γ¼ diagðΓ−M;  …;  Γ0;  …;  ΓMÞ is a N ×N gain–
phase error matrix and Γi is the gain–phase error factor of
the ith element. The magnitude phase factor of the reference
element is a0ðθq;  LqÞ, and the gain–phase error factor Γ0 of
reference element is assumed to be 1. In the presence of
gain–phase errors, the array manifold is represented as fol-
lows:

bA ¼ ba θ1;  l1ð Þ;  ba θ2;  l2ð Þ;  …;  ba θQ;  lQ
À ÁÂ Ã

¼ ΓA:
ð7Þ

The actual received data of array is represented as fol-
lows:

bX tð Þ ¼ ∑
Q

q¼1
ba θq;  lq
À Á

sq tð Þ þ n tð Þ
¼ ΓAS tð Þ þ N tð Þ:

ð8Þ

Note. The total number of sources must be precisely
estimated as a prior condition for subspace technology in
the source localization issue. The approach in [25] is equally
applicable to estimating the quantity of mixed and RNF
sources, as evidenced by a large number of simulation results
in [24]. The number of sources Q has been precisely deter-
mined in this study to help the next method. Furthermore,
unlike [19–22, 26], this research uses a nonuniform linear
array based on an accurate model to eliminate the model
mismatch problem produced by the simplified model, and
the array spacing is not restricted by the quarter wavelength.

qth Source
y

xΟ

d–1

d–M

–M M
dM

d1

1–1

lq,i
Lq

qθ

d–ii

FIGURE 1: Nonuniform linear array model without magnitude phase
error.
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3. Gain Phase Error Estimation and
Source Location

The stages of the RNF source localization technique with a
high array degree of freedom in the presence of gain–phase
errors are provided in this section. The estimation of the
gain–phase error matrix and enhancement of the array degrees
of freedom are accomplished by the proposed method using
the auxiliary source (AS) approach and the space–time com-
binationmethod. The following three phasesmake up the bulk
of the proposed algorithm:

(i) Estimate the gain–phase error factor on each ele-
ment except the reference element according to
the auxiliary source position information.

(ii) Time-shifting was used to create a new data set about
the received data, and TLS-ESPRIT was used to cal-
culate the array steering vector with gain–phase
error.

(iii) Accurate source position estimate is achieved by com-
bining the necessary formulas, and accurate steering
vector estimation is achieved by estimating the
gain–phase error factor and the steering vector con-
taining error.

3.1. Estimation of Gain Phase Error Matrix. The auxiliary
source method is used to estimate the gain–phase error on
the array. Assume that there is an AS with known location
information in RNF, and its location is ðθ̃; L̃Þ. The data
received by the array about the AS are expressed as follows:

eX tð Þ ¼ ba eθ;  el� �es tð Þ þ n tð Þ
¼ ΓeAeS þ N ;

ð9Þ

where s̃ðtÞ is the information of AS at the t time, nðtÞ is an
N × 1 noise vector, and baðθ̃;  ̃lÞ is an N × 1 steering vector
with a gain–phase error, and it can be expressed as the prod-
uct of the error matrix and the ideal AS steering vector,
which is expressed as follows:

ba eθ;  el� �
¼ Γa eθ;  el� �

: ð10Þ

Since the position parameters of the AS are known, the
steering vector of the ideal AS can be calculated by theoreti-
cal formula. Therefore, the error factor estimation can be
realized only by the steering vector estimation of the AS
containing errors. A subspace fitting method is used to esti-
mate AS steering vector with errors. The covariance matrix
of the received data about the AS is as follows:

eR ¼ eX eX=K¼ ΓeAeRS
eAHΓH þ σ2nIN ; ð11Þ

where K is the number of snapshot. The eigenvalue decom-
position (EVD) of R̃ can be obtained as follows:

eR ¼ eU S
eΛS
eUH
S þ UNΛNUH

N ; ð12Þ

where Λ̃S ¼ λ1 is the maximum eigenvalue, and ΛN ¼ diagðλ2;
 …;  λNÞ is a N − 1×N − 1 diagonal matrix of N − 1 smaller
eigenvalues. Ũ S¼ ½e1� is theN × 1 signal subspace composed of
eigenvectors corresponding to the largest eigenvalue, andUN ¼
½e2;  …;  eN � is the N × ðN − 1Þ noise subspace composed of
eigenvectors corresponding to the smaller eigenvalues.

The space spanned by the eigenvector corresponding to
the large eigenvalue of the covariance matrix is the same as
the space spanned by the steering vector of the incident signal
with error, which is expressed as spanfe1g¼ spanfΓÃg. We
replace aiðθ̃;  ̃lÞ with ãi ð−M ≤ i≤MÞ. There is a parameter
was that satisfies the relationship of wase1 ¼ΓÃ, and its
detailed expression is as follows:

was

e1;1

⋮
e1;n

⋮
e1;N

26666664

37777775¼

Γ−Mea−M
⋮

Γ0ea0
⋮

ΓMeaM

26666664

37777775: ð13Þ

The steering vector ã0 and the gain–phase error factor Γ0
of the reference element are both 1. According to the refer-
ence array element, we obtain the detailed expression of the
parameter was and the gain–phase error factor Γ

_

i of each
array element as follows:

was ¼
1

e1;Mþ1
; ð14Þ

Γ
_

i
¼ wase1;neai ;  i¼ n − M þ 1ð Þ: ð15Þ

Note. In this section, the AS method is used to estimate
the gain–phase error. However, the precondition of this
method is that the actual position of AS is the same as the
theoretical position and there is no error. If there is an error
in the position of AS, the gain–phase error estimation results
are inaccurate. In this paper, the actual position of AS is
assumed to be the same as the theoretical position to avoid
inaccurate estimation of the gain–phase error.

3.2. Estimation of Source Steering Vector. Based on the idea of
space–time processing method, we delay the received data of
each array element channel twice, and the delay time is Δt.
The received data after the i-th time shift is represented as
follows:

XΔt;i ¼ bAΨΔt;iSþNΔt;i; ð16Þ

where ΨΔt;i ¼ diagðej2πf1iΔt;  …;  ej2πfQiΔtÞ is a Q×Q diagonal
matrix related only to signal frequency and sampling inter-
val. NΔt;i is a N ×K noise matrix.
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We reconstruct the time-shift data of each order into a
new 3N ×K data set, which is expressed as follows:

Z ¼
XΔt;0

XΔt;1

XΔt;2

264
375¼

bAΨΔt;0bAΨΔt;1bAΨΔt;2

2664
3775Sþ

NΔt;0

NΔt;1

NΔt;2

264
375¼ A

^
Sþ N

^
; ð17Þ

where ΨΔt;0 is anQ×Q identity matrix. Two new data matri-
ces Z1 ¼ J1Z and Z2 ¼ J2Z are extracted from the new data
set, where J1 ¼ ½I2N ;  O2N×N � and J2 ¼ ½O2N×N ;  I2N �. It is easy
to prove that the array flow pattern matrix between the two

data sets Z1 and Z2 satisfies A
^
2 ¼A

^
1ΨΔt;1. The EVD of the

covariance data matrix Z of the data matrix Rz ¼E½ZZH � is
expressed as follows:

Rz ¼ UZSΛSUH
ZS þ UZNΛNUH

ZN ; ð18Þ

where ΛS ¼ diagfλ1;  …;  λQgðλ1 ≥ λ2 ≥⋯≥ λQÞ is a Q×Q
diagonal matrix consisting of Q larger eigenvalues, and
ΛN ¼ diagfλQþ1;  …;  λ2NgðλQþ1 ¼ λQþ2 ¼⋯¼ λ2N ¼ σ2nÞ is
a ð2N −QÞ× ð2N −QÞ diagonal matrix consisting of ð2N −

QÞ smaller eigenvalues. UZS represents the signal subspace
composed of eigenvectors corresponding to Q larger eigenva-
lues, and UZN represents the noise subspace composed of
eigenvectors corresponding to ð2N −QÞ smaller eigenvalues.

UZS and A
^

have the same expansion subspace, that is

spanfUZSg¼ spanfA^g. There exists a vector T such that

UZS and A
^
satisfy

UZS ¼ A
^T: ð19Þ

Since the relationship between Z1;Z2 and Z, the steering
vectors contained in Z1 and Z2 have the same spanning
subspace with the first 2N rows and the last 2N rows of
Z, which are expressed as UZS1 ¼A

^
1T and UZS2 ¼

A
^
1ΨΔt;1T. A

^
1 and A

^
2, respectively, represent the received

data steering vectors for Z1 and Z2. UZS2 ¼UZS1T−1ΨΔt;1T
can be obtained and Φ is defined as T−1ΨΔt;1T. bA can be
directly estimated by the above relationship. Due to the pres-
ence of noise, the signal subspaces corresponding to Z1 and
Z2 have perturbations of ΔUZS1 and ΔUZS2, respectively.
When LS-ESPRIT algorithm calculates the steering vector
estimate, only orthogonal subspaces of UZS1 or UZS2 can be
constructed. In order to minimize the square of the pertur-
bation norm when the noise disturbs bothUZS1 andUZS2, the
TLS-ESPRIT algorithm is used to compute T. We define two
new matrices UZS12 ¼ ½UZS1jUZS2�and F to correct the noise
in both UZS1 and UZS2, in which UZS12F¼ 0. F can be
obtained from the eigen decomposition of UH

ZS12UZS12, which
is expressed as follows:

UH
ZS12UZS12 ¼ EΛZS12EH ; ð20Þ

where ΛZS12 is a diagonal matrix with eigenvalues and E is a
matrix composed of its corresponding eigenvector, which is
expressed as follows:

E¼ E11 E12

E21 E22

" #
; ð21Þ

where we define EN ¼ ½ ET
12 E

T
22 �Twith characteristic vectors

of zero eigenvalues and UZS12F¼ 0 when F¼EN . We can get
the following relationship.

UZS12F ¼ J1UZS J2j UZS½ � E12

E22

" #
¼ J1UZSE12 þ J2UZSE22

¼A
^
1TE12þA

^
1ΨΔt;1TE22:

ð22Þ

Combining UZS12F¼ 0 with the above formula,
T−1ΨΔt;1T¼ −E12E−1

22 can be obtained and bΦTLS ¼ −E12
E−1
22 can be defined. Since ΨΔt;1 is a diagonal matrix, the

eigenvector of bΦTLS has the same expansion space as T−1,
and the feature decomposition of bΦTLS is expressed as fol-
lows:

bΦTLS ¼ ETLSΛTLSEH
TLS; ð23Þ

where ETLS is the eigenvector of bΦTLS;ΛTLS is the feature ofbΦTLS and spanfT−1g¼ spanfETLSg, in which T−1 can be
expressed as follows:

eT−1 ¼ ETLS ⋅ w; ð24Þ

where w¼ ½wT
−M;  …;  wT

0 ;  …;  wT
M�T is a coefficient matrix,

in which wi ¼ ½wi;1;…;wi;Q� and w−M;q ¼⋯¼w0;q ¼
⋯¼w−M;q.

Combined with Equation (24), A
^
1 ¼UZS1ETLS ⋅ w can be

obtained from UZS1 ¼A
^
1T , and the first N rows of A

^
1 are

marked as A
_
, which is an estimate of bA. We denote the firstN

rows UZS1ETLS as Ũ TLS ¼ ½uT
−M;  …;  uT0 ;  …;  uTM�T , in which

ui ¼ ½ui;1;  …;  ui;Q�. Because the a0ðθq;  LqÞ in bA is 1, we can get

w0;q ¼
1
u0;q

: ð25Þ

According to A
^
1 ¼UZS1ETLS ⋅ w and Equation (25), the

estimated value of bA can be obtained.

3.3. Accurate Estimation of Source Location. The AS method
is used to obtain the estimated value of the gain–phase error
matrix Γ

_
and the TLS-ESPRIT algorithm is used to obtain

the estimated value of the steering vector A
^
1 containing the

error. The accurate source steering vector can be constructed
by Γ

_
and A

^
1. It is expressed as follows:
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A ¼ Γ
_−1

A
^
1; ð26Þ

where A is the estimate of A.
The magnitude and phase of the two elements adjacent to

the reference element are used to realize the near-field source
location. jρ−1j and jρ1j are denoted as bρ−1 and bρ1, respec-
tively. According to the study of He et al. [27], bρ−1 and bρ1
with the qth source position ðθq;  LqÞ coordinate relationship
is expressed as follows:

Lqffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2q þ d21 − 2Lqd1sin θq

q ¼ bρ1;q
Lqffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L2q þ d2
−1 − 2Lqd−1sin θq

q ¼ bρ−1;q:

8>>>>><>>>>>:
ð27Þ

The result in the above expression is an estimate of the
angle and range of the source position, expressed as follows:

bLq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d1d−1 d1 − d−1ð Þρ21;qρ2−1;q
d1ρ21;qρ

2
−1;q − ρ21;qρ

2
−1;qd−1 þ ρ2

−1;qd−1

s

bθq ¼ arcsin
ρ21;qd1 þ bL2

qρ
2
1;q −

bL2
q

ρ21;q2bLqd1

 !
;

8>>>>><>>>>>:
ð28Þ

where bLq and bθq are the solutions of the error-free magnitude
formula, and the phase is used to further estimate the source
position. It is shown in [27] and [28] that there is an uncer-
tain phase factor between the phase difference generated by
the distance difference and the phase of the steering vector.
In this paper, the idea of accurate estimation in [27] is used.
It is easy to get the phase difference estimate of q-th source
received by two elements adjacent to the reference element,
denoted as φ̃−1;q and φ̃1;q, respectively. Once φ̃−1;q and φ̃1;q
are determined, the two phase-dependent equations can be
expressed as follows:

Lq −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2q þ d2

−1 − 2Lqd−1sin θq
q

¼ λeφ−1;q

2π
¼ B−1;q

Lq −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2q þ d21 − 2Lqd1sin θq

q
¼ λeφ1;q

2π
¼ B1;q:

8>><>>:
ð29Þ

The accurate estimation results of angle and range are
expressed as follows:

eLq ¼
d−1B2

1;q − d1B2
−1;q þ d1d2−1 − d−1d21

2d−1B1 − 2d1B−1
; ð30Þ

eθq ¼ arcsin
2eLqB1 − B2

1 þ d21
2eLqd1

 !
: ð31Þ

4. Discussion and Performance Analysis

The performance of proposed algorithm is examined in terms
of the computational complexity and the greatest number of
resolvable sources. The performance of proposed algorithm
for estimating the position ofmixed sources is proven through
derivation.

4.1. Computational Complexity. For the computational com-
plexity of the proposed algorithm, we primarily address the
data covariance matrix and EVD based on the time-shift
method. The EVD is subdivided into the EVD of the AS
data covariance matrix, the reconstructed data covariance
matrix, and the TLS-ESPRIT method.

The gain–phase error multiplication method focuses pri-
marily on the generation of the AS covariance matrix R̃ and
the EVD of R̃ and its computational cost is defined as
OðN3 þKN2Þ. The computational complexity in the build-
ing of the new data matrix after time shift is expressed as
Oðð3NÞ2K Þ and the computational complexity in the EVD of
the covariance matrix RZ concerning the new data is expressed
as Oðð3NÞ3Þ. The computational difficulty of building matrix
UH

ZS12UZS12 in the TLS-ESPRIT approach is Oðð2NÞ22K Þ,
while the computational complexity ofUH

ZS12UZS12 eigenvalue
decomposition is Oðð2NÞ3Þ. In addition to the computational
complexity of the preceding processes, the computational
complexity of predicting the exact source guiding vector with-
out error is denoted by OðN2QÞ. In summary, the computa-
tional complexity of the suggested method is given as
Oð36N3 þ 15KN2 þN2QÞ. The results of complexity com-
parison with existing algorithms are shown in Table 1. The
computational complexity of the proposed algorithm is
higher than that of some existing algorithms, but it is better
than that of the algorithm based on special fourth-order
cumulant or spatial spectrum.

4.2. Maximum Number of Resolvable Sources. The majority
of gain–phase error-based near-field source localization tech-
niques, such as [20, 21, 24], estimate the location of RNF
source by building a unique fourth-order cumulantRcomðN ×NÞ.
According to the subspace theory [29, 30], the EVD of data
matrix has at least one eigenvector that corresponds to the
noise subspace. As a result, N − 1 is the maximum number of
sources that can be estimated using the aforementioned tech-
niques, which is fewer than the minimum number of rows
and columns in the data covariance matrix. In the investiga-
tion, the time-shift approach is used to create a new 3N ×
K-dimensional receiving data matrix Z, thus increasing the
degree of freedom of the algorithm. Full rank is a necessary
condition for the TLS-ESPRIT approach in this research,
hence the maximum estimated source number of the sug-
gested algorithm is 2N − 1. In the proposed method, only the
reference element receives correct data, and all other elements
receive data that are connected to the signal-to-noise ratios
(SNRs) of the AS and the source. The suggested method is
unable to recognize and find many sources if the aforemen-
tioned two SNRs are low. The next part examines the unique
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circumstance. It can be seen from Table 1 that under the
condition of amplitude phase error, the maximum estimable
source number of the proposed algorithm is much larger than
that of other existing algorithms.

4.3. Applicability to Locate Mixed Sources. We outline the
theoretical justification for the proposed method to handle
RNF sources localization in Section 3. But in reality, the source
in environment is a combination of RNF and RFF sources. The
expansion of the proposed method for mixed source loca-
tion is quite important. The application of the suggested
method to the location of mixed sources is mostly intro-
duced in this part.

By contrasting the source position with the RNF and RFF
boundaries, the source location is identified. Assume that the
gth source is in the position ðθg;  LgÞ, where it is when Lg ≤
2D2=λ is, and when Lg>2D2=λ is, RNF and RFF, respec-
tively. In this paper, the distance between the source and the
ith array element is defined as follows:

li;g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lg sin θg − di
� �

2 þ Lg cosθg
� �

2
r

; ð32Þ

and the Taylor second-order expansion of above formula is
as follows:

li;g ≈ Lg − di sin θg þ
d2i cos

2θg
2Lg

þ o
di
Lg

 !
; ð33Þ

where oðdi=LgÞ is a polynomial of higher order in di=Lg. The
higher order is negligible when the Lg of RFF approaches
infinity.

The amplitude and phase factor between the ith array ele-
ment and the gth source is stated as aiðθg;  LgÞ¼ η̃i;ge

jφ̃ i;g

using Equation (2) and the second-order Taylor approxima-
tion of the distance, where η̃i;g and φ̃i;g are written as follows:

eηi;g ¼ 1

1 − di
Lg
sin θg þ d2i

L2g

cos2θg
2

; ð34Þ

and

eφi;g ¼ −
2π
λ

di sin θg −
d2i cos

2 θg
2Lg

 !
; ð35Þ

where since Lg →1, so di=Lg → 0 and d2i =Lg → 0. The
approximate amplitude factor is expressed as η̃i;g ¼ 1, and
the phase factor is expressed as φ̃i;g ¼ − 2πdi sin θg=λ. The
simplified amplitude and phase factor is expressed as fol-
lows:

aF θg;  Lg
� �

¼ e−j
2π
λ disinθg : ð36Þ

Note. After derivation, the RFF steering vector expression
in the current results is an expression of Equation (2) in spe-
cific circumstances,making the simplified formof Equation (2)
under RFF the same as that of the results. The steering vectors
for the RFF and RNF sources in this study are both represented
by Equation (2).

Assume that the environment contains G narrowband
and incoherent sources, where Q is the number of RNF
sources and G-Q is the number of RFF sources. The array
receiving data is expressed as follows:

bX tð Þ ¼ ∑
Q

q¼1
ba θq;  Lq
À Á

sq tð Þ þ ∑
G

g¼Qþ1
ba θg;  Lg
� �

sg tð Þ þ n tð Þ

¼ bANSN tð Þ þ bAFSF tð Þ þ N tð Þ
¼ Γ ANSN tð Þ þ AFSF tð Þð Þ þ N tð Þ;

ð37Þ

where bAN and bAF represent the array manifold vectors of
RNF source and RFF source with gain–phase errors, respec-
tively. baðθq;  LqÞ and baðθg;  LgÞ represent the steering vectors
of RNF source and RFF source with gain–phase errors,
respectively, where ðθq;  LqÞ is the position coordinate of
RNF source, ðθg;  LgÞ is the position coordinate of RFF
source and Lp ≫ Lg.

The estimate results of the location of the mixed source are
obtained using the TLS-ESPRIT concept and the time shift of
the mixed source in accordance with the source location tech-
nique in Section 3 since the source model under RNF and RFF
in this work is described in the same way. In mixed source
location results, the Fresnel–Fraunhofer border is employed to
separate RFF and RNF sources. The source is categorized as an
RNF source if the distance estimate result is smaller than the
boundary value and an RFF source in all other cases.

Remark. The suggested approach must guarantee com-
plete rank, hence G≤ 2N − 1 is used for the eigenvector of

TABLE 1: The performance comparison between the algorithm and the existing results.

Array model Computational complexity
Maximum number of
resolvable sources

[15] Fresnel model Oð9N2K þ 9ðM þ NÞ2K þ 4ðQN3þðNþMÞ3Þ
3 þ 20001N2Þ N − 1

[20] Fresnel model Oð12 ⋅ 9ð6NÞ2K þ 8ð36NÞ3
3 þ 20Q2ð6NÞþ ð6NÞ2K þ 4ð6NÞ3

3 Þ N − 1

[23] Exact model Oð3N2K 2 þQ2ð3N þ QÞþ 6NQ2Þ N − 1

[24] Exact model Oðð6N2 þ 8N þ 3ÞK þ 54N3 þ 2Q3Þ N − 1
The proposed algorithm Exact model Oð36N3 þ 15KN2 þN2QÞ 2N − 1
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mixed source covariance data matrix. Furthermore, the dis-
tance difference between an RFF source and various elements
is smaller than that between an RNF source and various ele-
ments and can essentially not be recorded because the RFF
source is located at a much greater distance than an RNF
source. As a result, in the RFF origin location, only the assess-
ment of the incoming wave direction of source is considered.

5. Simulation and Analysis

This section examines the near-field source positioning,
error analysis of the positioning findings, neighboring source
positioning, multisource positioning, and mixed source posi-
tioning aspects of the positioning performance of the pro-
posed method. Unless there are any unique circumstances,
the following conditions often govern experiments. The
experiment employs a nonuniform linear array of nine ele-
ments, with the precise location of elements in this paper
being [−2.5, −1.8, −1.2, −0.7, 0, 0.9, 1.5, 2.3, 3]λ. The RNF
range of array is ½7:99; 60:5�λ, and the 60:5λmarks the border
between the Fresnel zone and the Fraunhofer zone. The
gain–phase error factor of all other position elements aside
from the reference element is 0:42× ðrandnð1; 1Þþ j×
randnð1; 1ÞÞþ 1. The AS is at ð10°; 16λÞ and has an SNR
of 20 dB. The SNR for all sources is 20 dB, and the source
has 1,000 snapshots. There are 500 statistically independent
Monte Carlo trials performed on all the experimental data.
The experiments shown were all carried out on Intel(R) Core
(TM) i7-12,700H, 12 core, Windows 11(64) environment by
downloading MATLAB software.

5.1. The Influence of AS. This experiment simulates the impact
of ASs with various SNRs on the positioning performance of
algorithm. The source position estimate is realized in four

scenarios when the SNR of the two RNF sources is 10, 20, 30,
and 40dB, respectively, considering the variable range of the
SNR of AS (AS SNR) as being [5 40] dB. The estimated find-
ings’ root-mean-square error (RMSE), is a parameter used to
gauge algorithm performance. The source estimation results’
RMSE is written as follows:

RMSEθ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

KMm
∑
K

i¼1
∑
Mm

i¼1

bθ − θ
� �

2

s

RMSEL ¼
1
λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

KMm
∑
K

i¼1
∑
Mm

i¼1

bL − L
� �

2

s
;

8>>>>><>>>>>:
ð38Þ

whereMm is the number of independent trials, ðbθ; bLÞ and ðθ;
LÞ are the estimated and true values of the source location,
respectively.

The experimental findings are depicted in Figure 2,
where (a) represents the change in RMSE of the results of
angle estimation with the AS SNR and (b) represents the
change in RMSE of the results of range estimation with the
AS SNR. The experimental results demonstrate a relation-
ship between the AS SNR and the source SNR and the error
of source location parameter estimate. With an increase in
the SNR of the AS, the RMSE of the source location estima-
tion findings does not always go down. It is limited by the
SNR of source, thus when it is dropped to a specific amount,
the RMSE of the source location estimation results remains
unchanged. To summarize, if the AS SNR is high, it can
effectively reduce the error of the source position estimation
result with high SNR but has little effect on the source posi-
tion estimation result with low SNR.

In addition, we consider the positioning performance of
the algorithm when there are errors in the AS position. The
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FIGURE 2: The variation curve of RMSE of source location results with the AS SNR. (a) RMSE of angle estimation. (b) RMSE of range
estimation.
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experimental results are shown in Figures 3 and 4. Figure 3 is
the RMSE curve of source location estimation results when
there is different bias in AS angle, and Figure 4 is the RMSE
curve of source location estimation results when there is
different bias in AS range. In Figures 3(a) and 3(b), where
there is an AS angle error, we consider that the angle error is
up to 0.5°. In Figures 4(a) and 4(b) where there is an error in
the AS range, we consider the maximum range error to be
0:5λ. The experimental results show that when the angle
error or range error of AS is larger, the estimation error of
source position estimation is larger. Under the condition that
SNR is greater than 10 dB, the estimation results of source
position parameters with AS error have relatively large error,
but the source location can still be realized.

5.2. RNF Source Localization Results. Assume that the exper-
imental environment has two incoherent RNF sources at
ð− 15°; 15λÞ and ð20°; 18λÞ. The estimation result of 500
independent trials of the two RNF sources is shown in
Figure 5, where (a) is the angle estimation result and (b) is
the range estimation result. The results of RNF source angle
estimation reveal that the proposed method can accurately
estimate the direction of the signal source in the presence of
gain–phase error. In 500 experiments, there is an inaccuracy
between the estimated source distance parameter and the
actual position of the source, but the difference is modest
and within an acceptable range. The simulation results show
that the proposed method can estimate the RNF source with
gain–phase error accurately.

5.3. Performance of RNF Source DOA Estimation. The RMSE
trend of the source location estimate results is examined in
this subsection from the perspectives of SNR and snapshots,

where snapshots are made up of low and high snapshots. The
proposed algorithm is compared to the methods presented in
[15] (TS-MUSIC in abbreviation) and [24] (PCA in abbrevi-
ation), as well as Cramér-Rao Bound (CRB), which gives a
lower bound for parameter estimates. The CRB verification
and derivation with gain–phase errors under an accurate
signal model have been completed in [24]. The RMSE of
the source location estimation results with the SNR curve
is shown in Figure 6, and the curve with the number of
snapshots is shown in Figures 7 and 8, where Figure 5 repre-
sents the source location estimation result with high snap-
shots (100–1,000) and Figure 6 represents the source location
estimation result with low snapshots (10–100).

Figure 6 depicts the change curve of the source angle
estimation result (a) and the change curve of the source
range estimation result (b). The TS-MUSIC and PCA algo-
rithms are incapable of achieving source localization, and the
source location estimate results still have significant errors as
the SNR increases. However, the proposed method can esti-
mate the source position, and the estimation results have
decreasing errors as the SNR increases. When the SNR is
less than 5 dB, the proposed method produces inaccurate
source localization findings. When SNR exceeds 5 dB, the
inaccuracy of the source position estimate result of proposed
algorithm decreases and remains constant throughout the
SNR range (20–40)dB.

In Figures 7 and 8, the source location estimation results
of the TS-MUSIC and PCA algorithms exhibit significant
inaccuracies and are unable to determine the source location,
regardless of the value of the number of snapshots. The
source position can be accurately predicted by the proposed
method, and the source position prediction result has a min-
imal error. When the number of snapshots is small in
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FIGURE 3: The variation curve of RMSE of source location results with the AS angle. (a) RMSE of angle estimation. (b) RMSE of range
estimation.

Journal of Sensors 9



Figures 8(a) and 8(b), the error of source location parameter
estimation decreases with the increase of the number of
snapshots. However, when the number of snapshots is high
in Figures 7(a) and 7(b), the change of the number of
snapshots has little effect on the error of the source posi-
tion parameter estimation results. In a nutshell since the
PCA algorithm determines the near-field source location
based on the calibrated element receiving data, the pro-
cessed data is still perfect data without error, which is
challenging to achieve in practice, even for all elements
with gain–phase errors (aside from reference elements).

In comparison to existing techniques, the proposed method
can efficiently accomplish accurate estimate of RNF source
location parameters.

5.4. Adjacent RNF Source Location Performance. This section
uses two examples of adjacent angles of the same range and
adjacent ranges of the same angle to demonstrate the locali-
zation performance of the s proposed algorithm for adjacent
RNF sources. ð15:03°; 15λÞ and ð15:04°; 15λÞ (in the same
range) and ð15°; 15λÞ and ð15°; 14:8λÞ (at the same angle)
are assumed to be the source sites in the two examples,
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FIGURE 4: The variation curve of RMSE of source location results with the AS range. (a) RMSE of angle estimation. (b) RMSE of range
estimation 5.2 RNF source localization results.
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FIGURE 5: The position estimation results of 500 trials of two RNF sources. (a) Angle estimation results. (b) Range estimation results.
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respectively. The results of adjacent source location in the
two situations and the likelihood that sources would be suc-
cessfully resolved by the proposed algorithm are depicted in
Figures 9 and 10.

Figure 9(a) shows the location results of two adjacent
sources with the same range, while Figure 9(b) shows the
location results of two adjacent sources with the same Angle.
The experimental results show that the proposed algorithm
can accurately locate adjacent sources in both cases.

Additionally, the location results of adjacent RNF sources
in both scenarios are very close to the real position of source.
As shown in Figures 10(a) and 10(b), the proposed algorithm
has a higher probability of successfully locating two adjacent
RNF sources as SNR increases. When the SNR of source
reaches more than 20 dB, the proposed algorithm has a
higher probability of successfully locating two adjacent
RNF sources under two conditions. In conclusion, the pro-
posed method can find adjacent RNF sources reliably and
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FIGURE 6: The variation curve of RMSE of RNF sources location results with the SNR. (a) RMSE of angle estimation. (b) RMSE of range
estimation.
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FIGURE 7: The variation curve of RMSE of RNF sources location results with the snapshot. (a) RMSE of angle estimation. (b) RMSE of range
estimation.

Journal of Sensors 11



has a high-resolution probability when the source has a
high SNR.

5.5. Location Performance of Multiple Sources. To demon-
strate that the proposed method has greater array freedom,
we test its localization performance for many sources under
diverse array elements. The two sets of experiments are
expected to employ an array of five elements and nine ele-
ments, respectively, to estimate the positions of nine inco-
herent sources and 17 incoherent sources. The element
distribution position of the array antenna composed of five
elements is ½− 1:2; − 0:7; 0; 0:9; 1:5�λ. Tables 2 and 3 give the

mean and true values of the 500 experimental estimation
results of the proposed algorithm for multiple RNF sources
under different array antennas.

As shown in Figure 11, the proposed method performs
500 experimental estimations of multiple RNF source loca-
tions using various array antennas, in which the Figure 11(a)
demonstrates the multisource location results under five
arrays and Figure 11(b) demonstrates the multisource loca-
tion results under nine arrays. The real position of the RNF
source is shown by the black hollow circle in the figure, while
the predicted position of the RNF source is indicated by
different colors. The figure shows that the proposed method
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FIGURE 8: The variation curve of RMSE of RNF sources location results with the low snapshot. (a) RMSE of angle estimation. (b) RMSE of
range estimation.
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FIGURE 9: The 500 experimental results of adjacent RNF sources. (a) Same range. (b) Same angle.
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can accurately find multiple RNF sources and estimate that
the number of sources is larger than the number of array
elements in the position estimation results of multiple RNF
sources under varied array antennas. In summary, the pro-
posed method significantly enhances the array degree of
freedom and can estimate the source position properly in
the presence of gain–phase errors.

5.6. Performance of Mixed Source DOA Estimation. The
applicability of the proposed method in the mixed source
localization issue is evaluated using three criteria: the locali-
zation results of several trials, the effect of SNR, and the
number of snapshots on the RMSE of the source location
estimation results. It is assumed that there are RNF and RFF
sources with locations ð− 15°; 15λÞ and ð20°; 1800λÞ inci-
dent to the receiving array and SNR of 20 dB. Figure 12
depicts the results of 500 mixed source position estimations.
Figures 13 and 14 exhibit the RMSE impacts of SNR and
number of snapshots on the estimate results for mixed
source location parameters. In the SNR and snapshot num-
ber experiment, TS-MUSIC, PCA, and CRB are compared to
the proposed algorithm.

In Figure 12(a) represents the result of 500 tests for esti-
mating the mixed source angle, and Figure 12(b) represents
the result of 500 experiments for estimating the mixed source
range. The graphic shows that the proposed method is capa-
ble of properly estimating the direction of arrival of mixed
source. The proposed method can estimate the range param-
eters of the RNF source with high accuracy, however, it is
unable to estimate the range parameters of the RFF source.
To differentiate the RNF source from the RFF source, the
range parameter estimate results of the RFF source are sub-
stantially greater than the borders between the two sources.
As a result, the proposed method works well for estimating
mixed source positions.

Two graphs representing the RMSE effect curves of SNR
and snapshot number on the estimate results of mixed source
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FIGURE 10: Probability of successful location of adjacent RNF sources versus SNR. (a) Same range. (b) Same angle.

TABLE 2: Source real location and estimated position (5-element
case).

Source number Actual position Position estimation mean

Source 1 ð− 15°; 12:5λÞ ð− 15:0019°; 12:5179λÞ
Source 2 ð10°; 9λÞ ð10:0020°; 8:9944λÞ
Source 3 ð5°; 13λÞ ð4:9985°; 12:9900λÞ
Source 4 ð− 25°; 7λÞ ð− 25:0023°; 6:9975λÞ
Source 5 ð− 5°; 6λÞ ð− 5:0117°; 5:9988λÞ
Source 6 ð15°; 3:5λÞ ð15:0037°; 3:4985λÞ
Source 7 ð30°; 5:5λÞ ð30:0003°; 5:4997λÞ
Source 8 ð27:5°; 9:7λÞ ð27:4999°; 9:6999λÞ
Source 9 ð− 6:5°; 4:3λÞ ð− 6:4995°; 4:2992λÞ

TABLE 3: Source real location and estimated position (9-element
case).

Source number Actual position Position estimation mean

Source 1 ð− 15°; 12:5λÞ ð− 14:9998°; 12:4964λÞ
Source 2 ð10°; 9λÞ ð10:0001°; 8:9984λÞ
Source 3 ð5°; 23λÞ ð5:0001°; 22:9929λÞ
Source 4 ð− 25°; 17λÞ ð− 25:0015°; 17:0136λÞ
Source 5 ð− 5°; 6λÞ ð− 4:9999°; 5:9994λÞ
Source 6 ð15°; 13:5λÞ ð14:9993°; 13:5073λÞ
Source 7 ð30°; 15:5λÞ ð30:0001°; 15:4983λÞ
Source 8 ð27:5°; 21λÞ ð27:4999°; 20:9976λÞ
Source 9 ð− 6:5°; 8λÞ ð− 6:4999°; 8:0000λÞ
Source 10 ð− 30°; 18:5λÞ ð− 29:9999°; 18:4966λÞ
Source 11 ð− 20°; 14λÞ ð− 20:0001°; 14:0031λÞ
Source 12 ð20°; 14:5λÞ ð20:0003°; 14:4961λÞ
Source 13 ð33°; 16:5λÞ ð33:0001°; 16:4980λÞ
Source 14 ð17°; 25λÞ ð16:9998°; 24:9829λÞ
Source 15 ð− 10°; 9:5λÞ ð− 9:9989°; 9:4979λÞ
Source 16 ð25:5°; 18λÞ ð25:5000°; 18:0005λÞ
Source 17 ð12:5°; 29λÞ ð12:5001°; 28:9992λÞ
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FIGURE 11: The position estimation results of 500 trials of multiple NF sources. (a) Five array elements. (b) Nine array elements.
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FIGURE 12: The position estimation results of 500 trials of mixed sources. (a) Angle estimation results. (b) Range estimation results.
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angle parameters and two graphs representing the RMSE influ-
ence curves of SNR and snapshot number on the estimation
results of RNF source range parameters are shown in Figures 13
and 14. While the proposed method can precisely estimate the
direction of arrival of the mixed source and the range parame-
ters of the RNF source, the TS-MUSIC and PCA algorithms are
unable to determine the position parameters of the mixed
source. In Figures 13(a) and 13(b), the error of the source loca-
tion estimation results produced by the proposed method

diminishes as SNR increases, and the error tends to stabilize
when SNR is more than 20dB. However, it has a lesser error
than the source position estimation results produced by the TS-
MUSIC and PCA algorithms. In Figures 14(a) and 14(b), the
error of the source position estimation results acquired by the
proposedmethod changes slightly with the rise in the number of
snapshots. In conclusion, the method proposed in this research
can implement the location parameter estimate of the mixed
source and is relevant to mixed source scenarios.

–10 –5 0 5 10 15 20 25 30 35 40
SNR (dB)

10–4

10–3

10–2

10–1

100

101

102
RM

SE
 (d

eg
re

e)

RNF, TS-MUSIC
RNF, PCA
RNF, proposed
RNF, CRB

RFF, TS-MUSIC
RFF, PCA
RFF, proposed
RFF, CRB

ðaÞ

–10 –5 0 5 10 15 20 25 30 35 40
SNR (dB)

10–3

10–2

10–1

100

101

102

RM
SE

 (w
av

el
en

gt
h)

RNF, TS-MUSIC
RNF, PCA

RNF, proposed
RNF, CRB

ðbÞ
FIGURE 13: The variation curve of RMSE of mixed source location results with the SNR. (a) RMSE of angle estimation. (b) RMSE of range
estimation.
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FIGURE 14: The variation curve of RMSE of source location results with snapshot. (a) RMSE of angle estimation. (b) RMSE of range
estimation.
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6. Conclusion

In practical applications, the RNF source localization tech-
nique struggles with unpredictable gain phase inaccuracy.
The number of array elements determines the maximum
number of estimated sources for the majority of the RNF
source localization techniques currently in use. This study
proposes, for the situation of just reference array elements
without gain–phase error, a high degree of freedom RNF
source location technique based on accurate model. The
degree of freedom of the array is effectively improved by
using the time-shift method and creating a new data matrix
that complies with the needed structure of TLS-ESPRIT, and
the maximum number of estimated sources is no longer
constrained by the number of array elements. The RNF
and RFF sources are successfully separated by the border
between the Fresnel zone and the Fraunhofer zone, and the
suggested method is utilized to estimate the position param-
eters of the mixed source based on the same signal model.
The experimental simulation demonstrates that the maxi-
mum estimable source number of the proposed algorithm
is not constrained by the number of elements and that it is
capable of precisely estimating the positions of both RNF and
mixed sources. However, when the SNR is less than 5 dB, the
source position parameter estimation results have a large
error. Therefore, in the future research, we will reduce the
source position estimation error under low-SNR conditions
on the basis of the algorithm. In addition, the proposed
algorithm can only increase the maximum number of esti-
mable sources in the presence of only amplitude and phase
errors. However, in the actual environment, there are also
array element position errors and mutual coupling errors
between array elements. Therefore, how to improve the max-
imum number of estimated sources of the algorithm when
there are multiple errors is also of great significance.
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