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0e tobacco in plateau mountains has the characteristics of fragmented planting, uneven growth, and mixed/interplanting of
crops. It is difficult to extract effective features using an object-oriented image analysis method to accurately extract tobacco
planting areas. To this end, the advantage of deep learning features self-learning is relied on in this paper. An accurate extraction
method of tobacco planting areas based on a deep semantic segmentation model from the unmanned aerial vehicle (UAV) remote
sensing images in plateau mountains is proposed in this paper. Firstly, the tobacco semantic segmentation dataset is established
using Labelme. Four deep semantic segmentation models of DeeplabV3+, PSPNet, SegNet, and U-Net are used to train the sample
data in the dataset. Among them, in order to reduce themodel training time, theMobileNet series of lightweight networks are used
to replace the original backbone networks of the four network models. Finally, the predictive images are semantically segmented
by trained networks, and the mean Intersection over Union (mIoU) is used to evaluate the accuracy. 0e experimental results
show that, using DeeplabV3+, PSPNet, SegNet, and U-Net to perform semantic segmentation on 71 scene prediction images, the
mIoU obtained is 0.9436, 0.9118, 0.9392, and 0.9473, respectively, and the accuracy of semantic segmentation is high. 0e
feasibility of the deep semantic segmentation method for extracting tobacco planting surface from UAV remote sensing images
has been verified, and the research method can provide a reference for subsequent automatic extraction of tobacco planting areas.

1. Introduction

Tobacco is a crop of high economic value, which plays a
significant role in the national financial accumulation and
part of local economic development. In China, Yunnan
Province is the main concentrated tobacco-producing area.
In 2018, the total planted area and totaled output of tobacco
accounted for 38.97% and 37.69% of the country. It is the
largest tobacco production base in China [1]. But at the same
time, the tobacco planting process has a high risk and is
vulnerable to natural disasters and pests. 0erefore, a timely
grasp of tobacco spatial distribution, planting area, growth,
yield and disaster loss, and other pieces of information is of
great significance for achieving accurate tobacco

management, accurate production estimation, and assisting
government decision-making. Among them, the rapid and
accurate extraction of the tobacco planting area is an im-
portant prerequisite for fine tobacco management.

Due to the wide area of tobacco planting and the large
distribution range, manual surveys are less efficient and
susceptible to errors caused by human factors [2]. 0e
emergence and development of remote sensing technology
have made up for the shortcomings of manual surveys, and
remote sensing technology has become the main technical
means for monitoring tobacco planting area.0e technology
and methods of using remote sensing images to monitor
tobacco planting area have made great progress in the past
ten years. Data sources range from medium and low spatial
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resolution satellite remote sensing images (such as Landsat,
HJ-1) to high spatial resolution satellite remote sensing
images (such as SPOT-5, China-Brazil Earth Resources
Satellite 02B, ZY-1 02C, ZY-3) [3–7] and from an optical
image to synthetic aperture radar [8]; a platform ranges from
high-altitude satellite remote sensing to low-altitude UAV
remote sensing [9–11]; monitoring methods range from
statistical methods based on pixel features [5] to object-
oriented methods [6, 7, 9]; monitoring content ranges from
area to individual tobacco plant [12, 13].

Because Yunnan Province belongs to a low-latitude
plateau area, tobacco planting area is small, spatial distri-
bution is scattered, and tobacco and other crops are gen-
erally mixed or intercropped [3, 4].0erefore, it is difficult to
accurately extract planting area by using low and medium
spatial resolution remote sensing images, and small plots are
easy to miss detection. However, it is difficult to ensure that
images can be obtained in specific regions and specific
phenophase by using high spatial resolution satellite remote
sensing images. UAV remote sensing has become the main
means of tobacco planting area monitoring because of its
flexible and high spatial resolution. Object-oriented image
analysis and deep learning are the main classification
methods of high spatial resolution remote sensing images.
However, image segmentation and feature extraction restrict
the development of object-oriented image analysis methods.
At present, the deep semantic segmentation method has
been widely used in the agricultural field and has achieved
gratifying results. For example, a large-scale crop mapping
method using multitemporal dual-polarization SAR data
was proposed in the literature [14], and the U-Net was used
to predict the different crop types. In literature [15], the
convolutional neural network (CNN) and the Hough
transformwere used to detect crop rows in images taken by a
UAV. Literature [16] used the deep learning framework
TensorFlow to construct a platform for sampling, training,
testing, and classifying to extract andmap crop area based on
DeeplabV3+. In conclusion, to realize the accurate extrac-
tion of tobacco planting area in the plateau of Yunnan
Province, the planting area of tobacco was extracted accu-
rately by using four deep semantic segmentation models,
DeeplabV3+ [17], PSPNet [18], SegNet [19], and U-Net [20].
At the same time, to reduce the training cost, the MobileNet
series [21] networks to replace the backbone networks of
four deep networks.

2. Data and Methods

2.1. Overview of the Study Area. 0e study area is located in
Xiyang County of Yi Nationality, Jinning District, Kunming
City (24°23′N∼24°33′N, 102°11′E∼102°22′E), as shown in
Figure 1. 0e township covers an area of 160.32 km2, with
complex terrain, and the difference between the highest and
lowest elevations is 1223m, belonging to a unique three-

dimensional climate. Tobacco planting is the pillar industry
of the town.

2.2. Data Acquisition and Preprocessing. 0e low-altitude
remote sensing platform used for data acquisition is
phantom 4 RTK UAV, and the camera is
fc6310r_8.8_5472× 3648. To obtain the local tobacco data,
several flight belts were designed, and one of them was used
as case data for processing and analysis. 0e case data is Lvxi
Village, Xiyang Country of Yi Nationality. 0e aerial pho-
tography time is July 29, 2020. 0e route planning is shown
in Figure 2, and the data thumbnail is shown in Figure 3.0e
spatial resolution of the image is 0.027m, and the coverage
area is 0.1984 km2. 0e coordinate system is UTM zone 48
and Northern Hemisphere transverse Mercator WGS 84.

0e original UAV remote sensing image is processed by
PIE-UAV V6.0 for image matching, image alignment,
camera optimization, orthophoto correction, image blend-
ing, and mosaic to generate a digital orthophoto map. 0e
image size is 19439× 22081 pixels.

2.3. Production of Tobacco Semantic Segmentation Dataset.
In this paper, the original DOM image was cut into
1280× 720 pixels in the batch, and the images without to-
bacco cover were deleted. 0e remaining 238 images con-
taining tobacco were included. Labelme, an image marking
tool, is used to label the tobacco single category manually, as
shown in Figure 4.

2.4. Semantic Segmentation of Tobacco. Due to the great
differences in tobacco growth (Figure 5(a)), planting area
(Figure 5(b)), planting density (Figure 5(c)), and planting
environment (Figures 5(d)–5(f)), it is difficult to find ideal
features for high-precision extraction of tobacco from UAV
remote sensing images by using an object-oriented method.
Because of the advantages of self-learning features, deep
learning can not only learn simple features but also learn
more abstract features.0erefore, this paper uses themethod
of deep semantic segmentation to extract tobacco fromUAV
remote sensing images.

At present, there are many network models for deep
semantic segmentation, including fully supervised learning
image semantic segmentation methods and weakly super-
vised image semantic segmentation methods. However, the
performance of most weak supervised methods still lags
behind that of full supervised methods [22]. 0erefore, this
paper adopts fully supervised image semantic segmentation
methods. In this paper, four network models, DeeplabV3+,
PSPNet, SegNet, and U-Net, are used to the semantic seg-
ment of tobacco in UAV remote sensing images. To greatly
reduce the network training time under the premise that the
prediction accuracy is not affected, this paper uses the
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lightweight MobileNet series model [21] to replace the
original backbone network of the four network models.
Among them, the DeeplabV3+ network adopts the Mobi-
leNetV2 model, and the other three networks use the
MobileNetV1 model; the structure of the four network
models is shown in Figure 6.

2.4.1. Network Training. In order to verify the computing
efficiency and efficiency of the lightweight backbone net-
work model, a medium configuration hardware device is
selected on the processing platform. 0e specific configu-
ration is as follows: Intel Core i7-8700 four-core processor,
NVIDIA GTX1070, 8G GDDR5 video memory, and 16G

Figure 2: Design of flight belt.
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Figure 1: Geographical situation of the study area.
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