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E�cient, comprehensive, continuous, and accurate monitoring of organic pollution in lakes can provide a reliable basis for water
quality assessment and water pollution prevention �is paper takes Dianchi Lake as the research object, aiming at the four
important water quality indexes of permanganate index (COD), dissolved oxygen (DO), hydrogen ion (pH), and ammonia
nitrogen (NH3-N); based on the correlation analysis of Landsat 8 data and measured water quality data, an inversion model is
constructed to obtain the spatial distribution of the four indexes. �e results show that the relative errors of permanganate index
(COD) in neural network andmultiple regression are 9.68% and 17.48%, respectively; 3.81% and 3.36% in dissolved oxygen (DO);
1.25% and 1.58% in hydrogen ion (pH); in ammonia nitrogen (NH3-N), it is 15.39% and 24.97%, respectively. �e lowest COD in
the study area is 6.2mg/L and the highest is 9.8mg/L; in 2018, the DO is 5.81mg/L at the lowest and 9.05mg/L at the highest; the
lowest pH is 5.9mg/L, the highest is 8.54mg/L, and the lowest NH3-N is 0.22mg/L, the highest is 0.41mg/L. �e inversion results
of the overall pollutant concentration in the study area are consistent with the actual situation, with only some slight deviations in
some areas. �e two inversion models can e�ectively monitor the water quality and spatial distribution of Dianchi Lake. �e
remote sensing inversion model of water quality has the value of in-depth research and promotion.

1. Introduction

At present, industrial production, livestock and poultry
breeding, and human daily life have produced a large
number of organic pollutants, which have seriously polluted
the surrounding water bodies and endangered aquatic or-
ganisms. With the gradual ampli�cation of the food chain, it
has gradually a�ected human health [1–4]. �erefore, it is of
great signi�cance for water quality evaluation and inland
water pollution prevention to grasp the pollution degree of
organic pollutants in time and accurately.

�e traditional water resources monitoring is mainly
carried out by manual sampling and testing, which is mainly
based on �xed-point and pro�le sampling.�emethod has a
large workload, a high cost and is time-consuming and
laborious. With the development of earth observation
technology, remote sensing inversion has gradually become
an important way of water resources and water environment
monitoring. �e basic principle of remote sensing inversion

of water quality is to use appropriate remote sensing image
bands to build an inversion model for qualitative or
quantitative evaluation of water quality. Due to the large
coverage of remote sensing, this method is mostly used for
water quality inversion monitoring in large-area waters.

With the development of remote sensing technology, the
work of using remote sensing to monitor water quality
information is gradually carried out. �e types of pollutants
that can be retrieved from satellite images are also greatly
increased, and the retrieval accuracy is continuously im-
proved. �e retrieval methods of water quality parameters
mainly include an empirical method [5], a semiempirical
method [6], and an analytical method [7]. At present, many
algorithms have been applied to remotely sense the inversion
of water quality parameters [8, 9]. Based on the research on
the inversion of surface water environmental parameters
from remote sensing data and measured data, the inversion
models of water quality parameters such as statistical re-
gression and neural network are established [10]. Deshpande
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et al. took the Jui dam of Jalna District, Maharashtra as the
study area and considered pH, total soluble solids, total
hardness, total alkalinity, calcium, magnesium, sodium,
potassium, chlorine, sulfate, nitrate, and fluoride. ,e
weighted arithmetic water quality index method is used to
find the surface water quality index [11]. Artificial neural
network [12–16] has the ability of Distributed Association,
self-learning, and self-organization. It is often used to mine
data relationships and build prediction models. In recent
years, it has been widely used in the field of water quality
parameter inversion and water quality evaluation. Scholars
at home and abroad have made some progress in the ap-
plication of neural network to water environment: Li et al.
combined particle swarm optimization (PSO), chaos theory,
adaptive strategy, and back propagation artificial neural
network (BP ANN), and proposed a new Weihe River water
quality evaluation model [17]. Woo Kim Young et al. used
the machine learning (ML) algorithm to extract Chla from
MSI. ,e model interpretation and spatial change of Chla
within and between lakes confirmed the effectiveness of
lgbm in retrieving the derived Chla fromMSI from lakes and
estuaries [18]. Chen Jinyue et al. used the machine learning
method (GA ANN) combining genetic algorithm and ar-
tificial neural network to retrieve Chla concentration [19].
Chen Zhu et al. made correlation analysis between MODIS
remote sensing data and measured chlorophyll a concen-
tration [20]. Based on multitemporal remote sensing images
and field observation data, Yanhu et al. used back propa-
gation (BP) neural network to establish an inversion model
for water quality parameters of inland reservoirs, [21].
Huang Jingjing et al. used machine learning algorithm to
establish a remote sensing model for Shenzhen Bay [22].

At present, the research on chlorophyll a concentration,
water temperature, suspended solids, salt content, etc. is
relatively mature, while the research on other water quality
indicators is relatively few [23–25]. Chemical oxygen de-
mand (COD) is the amount of oxidant required to oxidize
the reducing substances in water samples when measuring
water samples by chemical methods [26]. In the research and
management of river pollution caused by domestic waste-
water and industrial wastewater, chemical oxygen demand
(COD) is one of the important indicators that can be
measured quickly. Ammonia nitrogen is a nutrient in the
water and one of the main oxygen-consuming pollutants in
the river. Excessive ammonia nitrogen content will lead to
eutrophication of the water body, which is not conducive to
the healthy growth of aquatic organisms. Nonaqueous color
water quality parameters, such as ammonia nitrogen, hy-
drogen ion, permanganate index, and dissolved oxygen, are
also important indicators to measure water quality. ,e high
concentration of nitrogen and phosphorus in water will
directly lead to water eutrophication, which is the main
problem in most of the water environment at present.

Multiple regression model and artificial neural network
method were used to establish remote sensing inversion
models of four water quality parameters: permanganate
index (COD), dissolved oxygen (DO), hydrogen ion (pH),
and ammonia nitrogen (NH3-N). ,rough the comparison
and analysis of the inversion accuracy between the multiple

regression model and the neural network model with pa-
rameters such as relative error and correlation coefficient,
the inversion of water quality using remote sensing tech-
nology has the characteristics of strong information syn-
thesis ability, fast acquisition speed, time saving and labor
saving, and can better reflect the spatial distribution char-
acteristics of water quality. Artificial neural network is a
large-scale parallel nonlinear dynamic system. Further in-
depth analysis of the inversion of water quality parameters,
and establishing a rigorous, scientific and efficient water
quality monitoring system belonging to Dianchi Lake are
required as soon as possible, so as to provide a guarantee for
the solution of increasingly frequent water resource short-
ages, water environment pollution, and flood disasters.

2. Study Area and Data

2.1. Overview of the StudyArea. Kunming, Yunnan Province
is located at 102° 10′-103° 40′ E and 24° 23′-26° 22′
N. Located in the southwest border of China and the middle
of Yunnan Guizhou Plateau, the city center is 1895 meters
above sea level, surrounded by mountains on three sides and
Dianchi Lake on the south. ,e Dianchi Lake Reserve in the
study area is located in the southwest of Kunming City,
Yunnan Province (Figure 1). It is the largest freshwater lake
in Yunnan Province, located in the plain area of the central
Yunnan basin, with 34 rivers flowing into it. ,e average
elevation of the lake surface is about 1886m, the average
water depth of the whole lake is 5.3m, the length of the lake
shoreline is about 163 km, the Lake area is 309.5 km2 (when
the water level is 1887.4m), and the water storage capacity is
1.56 billion cubic meters. In the north of the lake, there is a
ridge across the east and west, which divides the lake into
open sea (298.7 km2) and Caohai (10.8 km2). Dianchi Lake is
a lake of earthquake fault subsidence type. With low latitude,
high altitude, constant temperature, and long water change
cycle, the rainfall in Dianchi Lake Basin is divided into rainy
season and dry season, where the rainy season is from May
to October and the dry season is from November to April.
,e physical and chemical environment of Dianchi Lake
water body is constantly changing with the development of
Dianchi Lake pollution, and the ecological environment
quality of Dianchi Lake Basin is only at the medium level.

2.2. Data Collection and Processing. On the premise of en-
suring data quality, this paper selects Landsat 8 images and
Dianchi Lake measured points as the research data. Remote
sensing images are from the United States Geological Survey
(USGS) (https://glovis.usgs.gov/) ,e measured data are
from China national environmental monitoring station. Ten
Landsat 8 images with little or no cloud from 2013–2018
were selected.

In order to objectively and truly reflect the surface in-
formation and reduce the errors caused by data factors, the
remote sensing image data are preprocessed such as ra-
diometric calibration, atmospheric correction, image clip-
ping, etc. (1) Radiometric calibration: the process of
converting the gray value of the remote sensing image
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recorded by the sensor into the radiance of the entrance
pupil of the sensor. (2) Atmospheric correction: using the
hyperspectral image header file to obtain various correction
parameters required, obtaining the reflectivity through the
atmospheric radiative transfer equation, and then using the
spectral smoothing technology to remove the noise left in the
atmospheric correction process. (3) Crop: removing areas
outside the study. When acquiring the emissivity data of the
sampling point, due to force majeure factors such as weather
and climate, the data will change a little and will need to be
calculated so that the data can be used normally.

,e measured data used in the experiment come from
the observation data of buoy stations along the coast of
Dianchi Lake and the results of subsequent processing in the
laboratory. ,e distribution of buoy stations is shown in
Figure 1. ,e stations are evenly distributed in the Dianchi
Lake area, thus ensuring the integrity and scientificity of
water environment monitoring in the Dianchi Lake Basin.
,ere are 36 groups of measured data (Table 1). After re-
moving some abnormal points, 24 groups of data are se-
lected to establish the inversion model, and the other 8
groups are used to test the accuracy of the model. ,e in-
version models of permanganate (COD), dissolved oxygen
(DO), hydrogen ion (pH), and ammonia nitrogen (NH3-N)
were constructed bymultiple regression and neural network.
,e accuracy of the two remote sensing inversion models is
tested and compared by using the test sample points.

,e purpose of water quality remote sensing monitoring
is to reverse study the relationship between water quality
concentration information contained in water reflection

information and remote sensing total radiation information
obtained by satellite sensors. If we can make full use of the
water body information captured by remote sensing satel-
lites, it must be helpful to improve the accuracy of water
quality inversion.

3. Establishment of Remote Sensing Inversion
Model for Water Quality Parameters

3.1.Multiple RegressionModel. Multiple regression model is
a statistical analysis method to study the linear or nonlinear
relationship between a dependent variable and one or more
independent variables. ,e regression model determines the
causal relationship between variables by specifying depen-
dent variables and independent variables, establishes the
regression model, estimates the parameters of the model
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Figure 1: Study area.

Table 1: Collection time of sample points.

Date Number of sample points
April 20, 2013 2
February 2, 2014 2
January 4, 2015 4
January 9, 2017 4
February 13, 2018 4
April 2, 2018 4
May 22, 2013 2
April 23, 2014 2
November 22, 2016 4
January 28, 2018 4
March 1, 2018 4
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Figure 2: Schematic diagram of network regression analysis of various water quality parameters.
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according to the measured data, and then evaluates whether
the regression model can fit the measured data well. Further
prediction can be made according to independent variables.

,e study of multiple linear regression model belongs
to a completely accidental correlation, and there is no
physical relationship between Landsat satellite bands and
variables. ,erefore, although the program is scalable, the
results still have limitations, which can be applied to
Landsat satellites and lakes in the study.

3.2.ArtificialNeuralNetworkModel. ,e full name of neural
network is artificial neural network (ANN). It uses physically
realizable devices or computers to simulate some structures
and functions of neural networks in biology, and is applied
to engineering fields. ,e focus of neural network is not to
use physical devices to completely replicate the neural cell
network in the organism, but to extract the available parts to
overcome the problems that cannot be solved by the current
computer or other systems such as learning, control, rec-
ognition, and expert system.

Using the measured water quality parameters and
Landsat 8 remote sensing image data, a three-layer neural
network model including input layer, hidden layer, and
output layer is constructed.,e input layer is the single band
and band combination data of remote sensing reflectance
extracted from remote sensing images, and the output layer
is the water quality parameter concentration data. ,rough
experimental comparison and analysis, the number of
neurons in the hidden layer is set. ,e number of neurons in
different hidden layers will directly affect the accuracy of the
model. After training, the training results of each group tend
to be stable and meet the error requirements, and the error
performance change, training situation, and linear regres-
sion fitting are better.,e fitting of each part of the sample is
shown in Figure 2. Several groups of highly correlated data
are used as the input layer of the neural network, and the
measured water quality parameters are used as the output
layer.,e neural networkmodel with appropriate number of
neurons in the hidden layer is selected.

4. Results and Analysis

4.1. Multiple Regression Model Analysis. Analyze the cor-
relation between measured data and single band and band
combination of remote sensing images [27], and select the
data group with good correlation to build a statistical re-
gression model [28]. Compare and analyze the fitting effects
of linear, quadratic polynomial, cubic polynomial, loga-
rithm, and other algorithms. List all the functional relations
with large R2 in the models with different factors, and select
the fitting model with single band or band combination with
high R2. ,ese models are tested with 8 sample data used for
testing. Finally, the best multiple regressionmodel is selected
according to R2 and error size.

Analyze the correlation between permanganate index
(COD), dissolved oxygen (DO), hydrogen ion (pH), and
ammonia nitrogen (NH3-N). ,e bands with high corre-
lation of COD concentration in water are B5, B2, and B4,

and the band combination is B2 + B5, B4 +B5, B5/B2,
(B2−B5)/(B2 + B5), B5/(B2 +B5) (Table 2); ,e bands with
high correlation of DO concentration in water are B7 and
B1, and the band combination is B1/B7, B1/(B1 +B7),
(B1−B7)/(B1 + B7), B1−B7, B1 +B7, B1∗B7 (Table 3); the
bands with high correlation of pH concentration in water are
B3 and B4, and the band combination is B3 + B4, B3−B4,
B3∗B4, B3/(B3 +B4) (Table 4); the bands with high corre-
lation of nh3n concentration in water are B6 and B7, and the
band combination is B6 +B7 and B6∗B7 (Table 5).,e single
band and band combination of these remote sensing images
with high correlation with water quality parameters can be
used as factors for retrieving water quality parameters and
establishing multiple regression models.

According to the band combination factor selected as the
model, a multiple regression model between the band
combination factor and water quality parameters is

Table 2: Correlation index between COD and band.

Factor R 2

B5 0.818
B2 0.739
B2 +B5 0.828
B4 +B5 0.666
B5/B2 0.679
(B2−B5)/(B2 +B5) 0.686
B5/(B2 +B5) 0.626
B2−B5 0.453

Table 3: Correlation index between DO and band.

Factor R 2

B7 0.562
B1 0.501
B1 +B7 0.580
B1−B7 0.631
B1/B7 0.819
B1/(B1 +B7) 0.819
(B1−B7)/(B1 +B7) 0.820
B1∗B7 0.400

Table 4: Correlation index between PH and band.

Factor R 2

B3 0.647
B4 0.557
B3 +B4 0.654
B3∗B4 0.615
B3−B4 0.401
B3/(B3 +B4) 0.415

Table 5: Correlation index between NH3-N and band.

Factor R 2

B6 0.529
B7 0.541
B6 +B7 0.672
B6∗B7 0.421

Journal of Spectroscopy 5



established. B2 + B5 is used as the factor for retrieving
COD concentration, and the R2 of the linear model is the
best, reaching 0.828.,e best model of each factor is tested
with the data of eight test stations. Finally, according to R,
R2, and error, the linear model with B2 + B5 as the factor is
selected as the statistical regression model (Table 6).
(B1 −B7)/(B1 + B7) is used as the factor for inversion of
DO concentration, and the R2 of the cubic polynomial
model is the best, reaching 0.820. After comparison and
analysis, the linear model with (B1 −B7)/(B1 + B7) as the
factor is selected as the statistical regression model (Ta-
ble 7). B3 + b4 is used as the factor for inversion of pH
concentration, and the R2 of the linear model is the best,
reaching 0.654. After comparison and analysis, the linear
model with B3 + B4 as the factor is selected as the multiple
regression model (Table 8). B6 + B7 is used as the factor
for inversion of NH3-N concentration, and the R2 of the
cubic polynomial model is the best, reaching 0.672. After
comparison and analysis, the cubic polynomial model
with B6 + B7 as the factor is selected as the multiple re-
gression model (Table 9).

4.2.Analysis ofArtificialNeuralNetworkMode. By analyzing
the correlation between single band and band combination
and measured water quality parameters, it is concluded that
B5, B2, B2 +B5, B4 +B5, B5/B2, (B2−B5)/(B2 +B5), and B5/
(B2 +B5) have high correlation with measured COD con-
centration, and the model fitting effect is the best when the
number of neurons in the hidden layer is 7.,e fitting degree
of each group of samples is above 0.86, and the model fitting
degree is very good (Figure 2(a)). ,e data of B7, B1, B1/B7,
B1/(B1 + B7), (B1−B7)/(B1 +B7), B1−B7, B1 + B7, B1∗B7,
and 9 groups are highly correlated with the measured DO
concentration, and the model fitting degree is the best when
the number of neurons is 8. ,e fitting degree of samples in
each group is above 0.91, and themodel fitting degree is good
(Figure 2(b)). B3, B4, B3 +B4, B3−B4, B3∗B4, B3/(B3 +B4),
and 6 groups of data have high correlation with the

measured pH concentration, and the model fitting degree is
the best when the number of neurons is 7. ,e fitting degree
of each group of samples is above 088, and the model fitting
degree is very good (Figure 2(c)).,e data of B6, B7, B6 + B7,
B6∗B7, and 4 groups have high correlation with the mea-
sured NH3-N concentration, and the model fitting degree is
the best when the number of neurons is 6. ,e fitting degree
of samples in each group is above 0.96, and the model fitting
degree is very good (Figure 2(d)). Overall, the fitting effect of
water quality parameters is good.

4.3.Model Comparison. For better verification, the same test
sample for difference and error comparison is selected
(Figure 3 and Table 10). In COD (Figure 3(a)), the overall
trend of the predicted value of neural network is closer to the
measured value than the predicted value of multiple re-
gression. However, the difference of individual points is
large. In the average relative error, the neural network is
9.68%, while the multiple regression is 17.48%. ,e effect of
the neural network model is better. In DO (Figure 3(b)), the
predicted value of neural network and the predicted value of
multiple regression are close to the measured value. In the
average relative error, the neural network is 3.31%, while the
multiple regression is 3.86%. ,e effects of neural network
and multiple regression models are good. In pH
(Figure 3(c)), the predicted value of neural network and
multiple regression are close to the measured value. In the
average relative error, the neural network is 1.25%, while the

Table 6: Fitting model of COD concentration.

Factor Model R 2 Functional relation
B5 Linear logarithm 0.818 y� 0.036x + 1.9692
B2 Linear logarithm 0.739 y� 0.0368x− 5.8195
B2 +B5 Linear logarithm 0.828 y� 0.0194x− 2.5423
B4 +B5 Linear logarithm 0.666 y� 0.0179x− 1.8273
B5/B2 Cubic 0.679 y� 124.86x3−143.9x2 + 69.475x− 5.4311
(B2−B5)/(B2 +B5) Cubic 0.680 y� −235.2x3 + 322.04x2−158.7x + 34.705

Table 7: Fitting model of DO concentration.

Factor Model R 2 Functional relation
B1/B7 Cubic 0.819 y� 0.0005x3− 0.0307x2 + 0.2222x+ 9.299
B1/(B1 +B7) Cubic 0.819 y� −13122x3 + 34968x2− 31065x+ 9209.4
(B1−B7)/(B1 +B7) Cubic 0.820 y� −1640.2x3 + 3821.3x2− 2969.2x+ 778.67
B1−B7 Linear logarithm 0.631 y� −0.0139x+ 12.958
B1 +B7 Linear logarithm 0.580 y� −0.0143x+ 13.99

Table 8: Fitting model of pH concentration.

Factor Model R 2 Functional relation
B3 Linear logarithm 0.647 y� 0.0026x+ 6.8589
B4 Linear logarithm 0.557 y� 0.0043x+ 6.8119
B3 +B4 Linear logarithm 0.654 y� 0.0017x+ 6.7299
B3∗B4 Logarithm 0.615 y� 0.7254ln (x)− 0.4599
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multiple regression is 1.58%. ,e effects of neural network
and multiple regression models are good. In NH3-N
(Figure 3(d)), the difference between the predicted value of
neural network and the predicted value of multiple re-
gression is smaller than the measured value, but the dif-
ference between the predicted value and the measured value
is larger. ,e average relative error of neural network is
15.39%, while that of multiple regression is 24.97%. ,e

effect of neural network model and multiple regression
model is general.

,e analysis results show that neural network has ob-
vious advantages in monitoring the concentration of pol-
lutants in Dianchi Lake. ,e COD, DO, and pH
concentrations retrieved by this model are in good agree-
ment with the measured data, and the ammonia nitrogen
concentration is relatively low.,erefore, the applicability of
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Figure 3: Comparison of measured values, neural network predicted values, and multiple regression predicted values.

Table 9: Fitting model of NH3-N concentration.

Factor Model R 2 Functional relation
B6 +B7 Linear logarithm 0.672 y� −0.0083x+ 0.9465
B6 Linear logarithm 0.529 y� −0.0113x+ 0.821
B7 Cubic 0.541 y� −0.0001x3 + 0.0108x2− 0.3386x+ 3.943
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this model to the retrieval of NH3-N concentration in
Dianchi Lake is limited.

4.4.DistributionMapofWaterQuality Parameters. Based on
the neural network inversion model with high accuracy and
the data information of each band of Landsat 8 image, the
concentrations of four water pollutants were inversed to
obtain the spatial distribution of COD, DO, pH, and NH3-N
concentrations in the study area in 2013, 2014, and 2018
(Figure 4). ,e monitoring results show that the COD
concentration index shows a downward trend, the small
decrease in DO is consistent with the actual situation, the pH
and NH3-N index change little, and may be affected by time,
water temperature, etc.

Taking the inversion results of water quality in 2018 as
an example. ,e monitoring results show that the lowest
COD of each water body in the study area is 6.2 mg/L and
the highest is 9.8 mg/L; DO is 5.81mg/L at the lowest and
9.05mg/L at the highest; ,e lowest pH is 5.9 mg/L and
the highest is 8.54mg/L, and the lowest NH3-N is 0.22 mg/
L and the highest is 0.41mg/L. ,e inversion results of the
overall pollutant concentration in the study area are
consistent with the actual situation, with only some slight
deviations in some areas. ,e concentrations of COD and
pH are relatively high. Generally speaking, the water
quality in this section is poor, and there are some
problems.

,e experimental results show that the water quality of
Dianchi Lake is moderately polluted, belonging to the
first-class surface water source protection zone. However,
when the midstream flows through urban and rural res-
idential areas, the discharge of human daily domestic
sewage and industrial sewage will increase accordingly,
resulting in an increase in COD content, and then the
degree of water pollution. In addition, with the applica-
tion of nitrogen fertilizer in farmland runoff, the content
of NH3-N in the water body will also increase. DO content
in water is affected by many factors, such as water tem-
perature, dissolved ions, microorganisms, etc; in

eutrophic water, it is mainly controlled by biological
processes. ,erefore, when the number of algae rises to a
certain order of magnitude, the number of algae and the
vigorous degree of life activities will inevitably play a
leading role in the change of DO in the water body.,e pH
in the water body is mainly affected by the CO2 content.
,e rapid consumption of CO2 by algae under photo-
synthesis increases the pH. It is verified that the actual
NH3-N content in the water body in this area is more than
0.3 mg/L, but the spatial distribution of the monitoring
results of the pollutant concentration in Dianchi Lake is
not consistent with the actual situation: the concentration
is low compared with the actual situation. ,e possible
reasons for the monitoring error of pollutant content in
some water bodies are as follows: (1) Although the
shooting time of remote sensing images and the sampling
time of water quality data are the same day, the time
points cannot be accurately matched, and there will al-
ways be some differences between the time in the morning
and the time in the evening. Objectively, there is a gap in
the concentration of pollutants in water bodies flowing
through residential areas during this period; (2) Errors
caused by atmospheric correction; (3) ,e error of the
measured water quality concentration at the sampling
point. For the water quality samples at the sampling point,
the error generated when measuring the water quality
concentration in the laboratory, as a result, the water
quality factor content at the measured sampling point is
relatively small; (4) As some rivers are relatively narrow,
and the images used in this study are Landsat 8 remote
sensing images with a resolution of 30m, the number of
pixels in the narrow river reach is small, and the dis-
tinction between the river and the bank surface features is
not obvious, resulting in mixed pixels, which will affect
the DN value of the image, resulting in low monitoring
results of water pollution concentration. ,e evaluation
results are similar to the water quality status in the water
resources bulletin. ,e neural network model can monitor
the concentration of water pollutants with high accuracy.

Table 10: Relative errors of different models.

Water
quality
parameters

COD DO pH NH3-N
Relative
error of
neural

network (%)

Relative
error of
neural

network (%)

Relative
error of
neural

network (%)

Relative error
of multiple

regression (%)

Relative
error of
neural

network (%)

Relative error
of multiple

regression (%)

Relative error of
neural network

(%)

Relative error
of multiple

regression (%)

4.25 7.77 2.54 2.83 1.79 1.97 6.90 26.07
40.41 44.4 7.12 7.64 0.36 2.00 45.95 49.78
3.01 7.13 0.29 0.13 2.30 2.06 12.5 5.33
2.72 33.77 4.92 4.32 1.57 1.09 16.67 22.78
19.8 25.26 6.18 1.40 0 4.25 0 36.41
1.17 0.18 3.28 4.81 0.39 0.90 5 14.23
1.62 7.51 4.31 4.01 0.23 0.23 20.69 18.31
8.33 13.75 1.83 1.71 3.37 0.13 15.38 27.33

Average
relative error
(%)

9.68 17.48 3.81 3.36 1.25 1.58 15.39 24.97
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5. Discussion and Conclusion

Based on the measured water quality data and synchronous
image data, the correlation analysis results show that there
is an internal relationship between the spectral reflectance
and the concentration of organic pollutants, the spectral

characteristic bands of four important water quality pa-
rameters in Dianchi Lake area are found by using the
correlation analysis method. ,e Landsat 8 data of Landsat
series are used for band operation. ,e single band or band
combination image data are correlated with the measured
water quality factor data. ,e band or band combination
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Figure 4: Water quality inversion distribution.
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with high correlation is selected to establish a neural
network model for inversion of water quality factors, and
the inversion results are compared with the measured data.
,e results show that it is feasible to use Landsat 8 remote
sensing image data to monitor the concentration of water
pollutants.

Statistical regression model cannot deal with the non-
linear relationship between data well; Artificial neural net-
work has the ability to deal with complex nonlinear
relationships between various interacting variables, and
shows good estimation performance ,erefore, the devel-
opment of artificial neural network model will become a
research hotspot in the field of pollution in recent years. In
addition, the combination of various neural network models
and statistical regression models has become an important
means of estimating concentration. ,e addition of neural
network models can effectively improve the accuracy of
concentration estimation.

,e construction of water quality parameter inversion
model needs to consider many factors and inaccurate in-
formation processing. In view of this situation, the powerful
nonlinear fitting ability of neural network can greatly im-
prove the accuracy of remote sensing inversion model of
water quality parameters. At present, neural network al-
gorithm has been widely used in the inversion of water
quality parameters. Based on the measured data, combined
with the multiple regression model and the inversion model
of permanganate index (COD), dissolved oxygen (DO),
hydrogen ion (pH) and ammonia nitrogen (NH3-N) and
suspended solids concentration developed by artificial
neural network, the temporal and spatial analysis of the
inversion results is briefly analyzed. In addition, for the
components of inland water bodies, seasonal and regional
differences are large. ,erefore, it is still necessary to build
local relevant models based on the actual situation to provide
reasonable data support for local water pollution prevention
and control.
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[2] K. Dörnhöfer and N. Oppelt, “Remote sensing for lake re-
search and monitoring–recent advances,” Ecological Indica-
tors, vol. 64, pp. 105–122, 2016.

[3] T. Yuqiang and Z. Ruihan, “Occurrence and distribution of
persistent organic pollutants in water of Chinese lakes and
reservoirs,” Journal of Lake Sciences, vol. 32, no. 2,
pp. 309–324, 2020.

[4] Y.Wang, H. Xia, J. Fu, and G. Sheng, “Water quality change in
reservoirs of Shenzhen, China: detection using LANDSAT/
TM data,” Science of the Total Environment, vol. 328, no. 1,
pp. 195–206, 2004.

[5] Y. Park, K. H. Cho, J. Park, S. M. Cha, and J. H. Kim,
“Development of early-warning protocol for predicting
chlorophyll-a concentration using machine learning models
in freshwater and estuarine reservoirs, Korea,” Science of 7e
Total Environment, vol. 502, pp. 31–41, 2015.

[6] J. Wang, Y. Zhang, F. Yang et al., “Spatial and temporal
variations of chlorophyll-a concentration from 2009 to 2012
in poyang lake, China,” Environmental Earth Sciences, vol. 73,
no. 8, pp. 4063–4075, 2015.

[7] M. Zoljoodi, M. Moradi, and N. Moradi, “Seasonal and in-
terannual cycles of total phytoplankton phenology metrics in
the Persian Gulf using ocean color remote sensing,” Conti-
nental Shelf Research, vol. 237, Article ID 104685, 2022.

[8] T. W. Cui, J. Zhang, K. Wang et al., “Remote sensing of
chlorophyll a concentration in turbid coastal waters based on
a global optical water classification system,” ISPRS Journal of
Photogrammetry and Remote Sensing, vol. 163, pp. 187–201,
2020.

[9] J. E. Tavora, E. Boss, D. Doxaran, and P. Hill, “An algorithm to
estimate suspended particulate matter concentrations and
associated uncertainties from remote sensing reflectance in
coastal environments,” Remote Sensing, vol. 12, no. 13, p. 2172,
2020.

[10] H. Hossen, W. E. Mahmod, A. Negm, and T. Nakamura,
“Assessing water quality parameters in burullus lake using
sentinel-2 satellite images,” Water Resources, vol. 49, no. 2,
pp. 321–331, 2022.

[11] S. M. Deshpande, U. S. Bhagwat, and K. R. Aher, “Mathe-
matical computation of weighted arithmetic water quality
index of Jui dam of jalna District, Maharashtra,” Bulletin of
Pure and Applied Sciences- Geology, vol. 40, no. 2, pp. 219–226,
2021.

[12] B. Chen, X. Mu, P. Chen et al., “Machine learning-based
inversion of water quality parameters in typical reach of the
urban river by UAVmultispectral data,” Ecological Indicators,
vol. 133, Article ID 108434, 2021.

[13] S. Bansal and G. Ganesan, “Advanced evaluation method-
ology for water quality assessment using artificial neural
network approach,” Water Resources Management, vol. 33,
no. 9, pp. 3127–3141, 2019.

[14] S. Y. Liu, H. J. Tai, Q. S. Ding, D. Li, L. Xu, and Y. Wei, “A
hybrid approach of support vector regression with genetic
algorithm optimization for aquaculture water quality pre-
diction,” Mathematical and Computer Modelling, vol. 58,
no. 3-4, pp. 458–465, 2013.

[15] M. Majumder and R. Roy, “A quick prediction of hardness
from water quality parameters by artificial neural network,”
International Journal of Environment and Sustainable De-
velopment, vol. 17, no. 2/3, pp. 247–257, 2018.

[16] I. W. Seo, S. H. Yun, and S. Y. Choi, “Forecasting water quality
parameters by ANN model using pre-processing technique at
the downstream of cheongpyeong dam,” Procedia Engineer-
ing, vol. 154, pp. 1110–1115, 2016.

10 Journal of Spectroscopy



[17] M. S. Li, W. Wu, B. S. Chen, L. Guan, and Y. Wu, “Water
quality evaluation using back propagation artificial neural
network based on self-adaptive particle swarm optimization
algorithm and chaos theory,” Computational Water, Energy,
and Environmental Engineering, vol. 06, no. 03, pp. 229–242,
2017.

[18] Y. Woo Kim, T. H. Kim, J. Shin et al., “Validity evaluation of a
machine-learning model for chlorophyll a retrieval using
sentinel-2 from inland and coastal waters,” Ecological Indi-
cators, vol. 137, Article ID 108737, 2022.

[19] J. Chen, S. Chen, R. Fu et al., “Remote sensing estimation of
chlorophyll-A in case-II waters of coastal areas: three-band
model versus genetic algorithm–artificial neural networks
model,” IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing, vol. 14, pp. 3640–3658,
2021.

[20] Z. Chen, M. Dou, R. Xia, G. Li, and L. Shen, “Spatiotemporal
evolution of chlorophyll-a concentration from MODIS data
inversion in the middle and lower reaches of the Hanjiang
River, China,” Environmental Science and Pollution Research,
vol. 29, no. 25, pp. 38143–38160, 2022.

[21] Y. He, Z. Gong, Y. Zheng, and Y. Zhang, “Inland reservoir
water quality inversion and eutrophication evaluation using
BP neural network and remote sensing imagery: a case study
of dashahe reservoir,” Water, vol. 13, no. 20, p. 2844, 2021.

[22] J. Huang, D. Wang, F. Gong, Y. Bai, and X. He, “Changes in
nutrient concentrations in shenzhen bay detected using
Landsat imagery between 1988 and 2020,” Remote Sensing,
vol. 13, no. 17, p. 3469, 2021.

[23] X. Wu, “Study on hydrogeological characteristics of Xinyang
city,” Groundwater, vol. 31, no. 4, 2009.

[24] J. Yuan, Z. Niu, and X. Wang, “Atmospheric correction of
Hyperion hyperspectral images based on FLAASH,” Spec-
troscopy and Spectral Analysis, vol. 29, no. 5, 2009.

[25] J. Ma, Estimation of Chlorophyll Content of Vegetation Based
on Model Simulation and Oli Remote Sensing Images, Hebei
Normal University, Hebei, China, 2014.

[26] L. Wang, X. Shi, B. Sun et al., “Study on remote sensing
inversion of COD concentration in hulun lake based on
MODIS data,” Environmental Engineering, vol. 12, no. 6,
pp. 103–108, 2014.

[27] G. L. Feyisa, H. Meilby, R. Fensholt, and S. R. Proud, “Au-
tomated Water Extraction Index: a new technique for surface
water mapping using Landsat imagery,” Remote Sensing of
Environment, vol. 140, pp. 23–35, 2014.

[28] J. E. Escoto, A. C. Blanco, R. J. Argamosa, and J. M. Medina,
“Estimation of water quality in Pasig River using empirical
ordinary least squares regression model from Sentinel-2
satellite images,” the International Archives of the Photo-
grammetry,” 7e International Archives of the Photogram-
metry, Remote Sensing and Spatial Information Sciences,
vol. XLVI-4/W6, pp. 161–168, 2021.

Journal of Spectroscopy 11


