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Snapshot hyperspectral imaging technology is increasingly used in agricultural product monitoring. In this study, we present a 9×

local zoom snapshot hyperspectral imaging system. Using commercial spectral sensors with spectrally resolved detector arrays, we
achieved snapshot hyperspectral imaging with 14 wavelength bands and a spectral bandwidth of 10–15 nm. An experimental
demonstration was performed by acquiring spatial and spectral information about the fruit and Drosophila. Te results show that
the system can identify Drosophila and distinguish well between diferent types of fruits. Te results of this study have great
potential for online fruit classifcation and pest identifcation.

1. Introduction

Nowadays, computer vision technology inspired by the
human visual system is widely applied to plant protection
and agricultural management and has made great
achievements in pest detection and recognition. Numerous
methods of pest detection and recognition have been in-
vestigated in recent years, such as computer-assisted esti-
mation [1], k-means clustering [2], support vector machines
(SVMs) [3], cognitive vision [4], and optimal deep residual
learning [5–7]. Most of these technologies perform sub-
sequent image processing based on the results collected by
an RGB camera in an indoor environment. Among the
spectral systems mentioned in these studies, some are
spectrometers, which cannot acquire two-dimensional im-
ages, and some are hyperspectral imaging systems, which
focus mainly on fruit classifcation algorithms; these optical
systems have a fxed focal length.

Multi- and hyperspectral imaging, which refers to the
recording of two-dimensionally resolved spectral in-
formation, has been rapidly applied in the agricultural food
sector [8–11]. Diferent spectral imaging techniques have
been developed in the past few years to meet the individual

requirements of each specifc application, including the
“snapshot” spectral imaging used in real-time monitoring.
Te snapshot imaging system allows the recording of spatial
and spectral information in one acquisition, and it creates
a complete three-dimensional hyperspectral cube in one
step. To this end, the spectral imaging data were multiplexed
onto a single frame of the image sensor.

Snapshot spectral imaging technology has been pro-
posed since 1978; according to diferent implementations, it
can be divided into the following types: Image reproduction
spectral imaging (IRIS) technology uses image arrays and
flter arrays to achieve imaging of diferent bands. Spec-
troscopic components include spectroscopic prisms, light
pipes [12], Fabry–Perot interference flters [13], lens arrays
[14, 15] andWollaston prisms [16–18].Tis method requires
a complex design and sophisticated equipment. Te image
mapping spectrometer (IMS) and integrated feld technol-
ogy use array elements to divide images and then reintegrate
and superimpose the subimages to obtain the fnal result.
Te most common array elements include fber arrays [19],
microlens arrays [20], and linear gradient flters [21–23].
Tey need to properly process the pupils and fnally re-
imagine them on a two-dimensional detector. Te
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disadvantages of these technologies include the need for
a high-precision image slicer and the complexity of the
subsequent optical path to ensure proper pupil processing
and spectral decomposition. Based on the compressed
sensing theory, compressed sensing snapshot spectral im-
aging technology [24, 25] collects snapshots and performs
spectral image restoration. However, the restoration process
of this method is complex, and the key devices of the system
have weak environmental adaptability. With the rapid de-
velopment of device technology in recent years, some
spectral sensors have been manufactured for snapshot
spectroscopy, including quantum dot spectrometers [26, 27]
and spectral sensors based on photonic crystal plates [28].
Tis technology is compact and can be coupled to various
optical lenses. However, these technologies are difcult to
apply because of their complex manufacturing processes and
high costs.

Spectrally resolved detector arrays (SRDA) have been
widely used in agricultural monitoring [29]. Te spectral
flters of the SRDA are deposited either in front of a glass
substrate [28] or directly on top of the sensor array [30]. It is
possible to acquire video-rate spectral images when spectral
flters are deposited on the sensor in a pixel-wise mosaic
pattern [30]. SRDA is compact and robust, has the potential
to be produced at a very low cost, and has been commer-
cialized. However, the number of wavelength channels
supported by the SRDA is currently limited by the number of
CMOS pixels. Increasing the wavelength channels bins
CMOS pixels into a single hyperspectral imaging pixel and
inevitably reduces the imaging spatial resolution [29, 30].

In early research, a foveated imaging technique based on
bionic human eye vision, which has the characteristics of
a large feld and local high-resolution imaging, was proposed
[31–33]. Tis technology can compensate for the problem of
low spatial resolution caused by the limitation of the COMS
pixels of the SRDA. Depending on their implementation,
foveated imaging techniques can be divided into three major
categories: local aberration-corrected foveated imaging
[34–37], multichannel fused foveated imaging [38, 39], and
local magnifcation foveated imaging [40]. Local magnif-
cation foveal imaging technology realizes the local magni-
fcation of the region of interest through the foveated
channel to improve the object space resolution of the system
and can be widely coupled with diferent detectors.

Based on the foveated magnifcation foveated imaging
technology, we followed the methods of Shen et al. 2018 [41]
and used SRDA to build a 9× foveated-zoom snapshot
hyperspectral imaging (LHSI) system for fruit pest moni-
toring. We achieved a 14-bands (460 nm–630 nm) using
a 256× 512-pixel foveated zoom hyperspectral imaging
system, which has two imaging channels with the same
image plane. One channel is designed as foveated zoom
imaging for pest recognition, whereas the other channel is
peripheral imaging for searching pests in a wide FOV. Both
imaging channels contain 14-band spectral information.Te
experimental results verifed that the use of foveated imaging
theory can improve the spatial resolution of SRDA-based
spectral imaging systems. Tis system is widely used for
imaging Drosophila on fruits. Te zoomed Drosophila

images in a 2× to 9× foveated region of interest (LRI) and the
unzoomed Drosophila images in a wide feld of view (FOV)
were captured by the established setup.Te foveated zoomed
spectral images can help pest high-resolution recognition,
whereas the peripheral unzoomed spectral images play an
important role in expanding the observation scope of the
system. We also performed image color recovery, fruit
contrast enhancement, and fruit and pest classifcation using
spectral analysis. Tis study provides a potential solution for
hyperspectral imaging applications in other felds.

2. LHSI System Design Strategy

2.1. Principle of LHSI System. Te foveated-zoom snapshot
hyperspectral imaging system comprises a fxed imaging
lens, a laterally moving foveated zoom lens, a fxed relay lens,
and an SRDA, as shown in Figure 1. fi and fr are the fxed
focal lengths of the imaging and relay lenses, respectively.
Te foveated zoom lens was located between the imaging
lens and the relay lens. Te foveated zoom lens consisted of
a variator for foveated zooming and a compensator to
eliminate the axial shift of the image plane of the LRI. Te
focal lengths of the variator and compensator are fv and fc,
respectively. In Figure 1(a), the peripheral imaging channel
is marked with light blue, which is imaged by the imaging
lens and the relay lens at the image plane without the
foveated zoom lens and detected by the SRDA. Te LRI of
the target scene to be imaged is shown in Figure 1(b), which
is magnifed at diferent magnifcations of 2× to 9×. Te light
paths of the magnifcations are marked in yellow, green, red,
and orange in Figure 1(a). Te LRI passes through the
imaging lens, foveated zoom lens, and relay lens. Te light
path is a foveated zoom imaging channel. Tis channel
magnifes the LRI and improves its spatial resolution. Te
foveated scene was zoomed at diferent magnifcations by
nonlinearly shifting the positions of the variator and
compensator.

Figure 2(a) shows a schematic of the imaging of the
SRDA in one step. Te yellow, green, red, and orange circles
are images with LRI magnifcations of 2× to 9×. Te outside
circles represent unzoomed images of the peripheral scene.
Te SRDA used in this study is a commercial product of
IMEC from Belgium (2/3 CMOS, 5.5× 5.5 μm CMOS pixel
size before and after the dielectric coating, USB interface,
120 fps maximum imaging speed). Te 1024× 2048 CMOS
pixels on the imaging chip are divided into 256× 512
hyperspectral imaging pixels. Each hyperspectral imaging
pixel contained 4× 4 CMOS pixels, representing 16 wave-
length channels. For each CMOS pixel, a dielectric thin flm
Fabry–Perot (FP) cavity flter was monolithically fabricated
on the surface. Figure 2(b) shows a cross-sectional view of
a hyperspectral pixel (16 CMOS pixels). Te incident light is
imaged on the CMOS after passing through the FP flter. In
our device, 16 diferent flter thicknesses were allocated,
allowing 16 channels of diferent wavelengths from 460 to
630 nm to pass. Te spectral response of the SRDA is shown
in Figure 2(c). After spectral calibration, 14 efective cor-
responding bands were fnally obtained, which are 480, 483,
492, 494, 508, 520, 533, 546, 571, 583, 595, 607, 619, and
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630 nm. Te spectral bandwidth is 10–15 nm. Among them,
595 nm was the highest, and 480 nm and 483 nm were the
lowest wavelengths. Te zoomed and unzoomed channels
are simultaneously imaged once exposed on the 14-band
SRDA to obtain the spatio-spectral data cube, as shown in
Figure 1(c).

Te foveated magnifcation of the foveated zoom im-
aging channel was determined by the axial positions of the
variator and compensator. To achieve diferent foveated
zoom ratios, the variator and compensator moved along the
z-axis, parallel to the optical axis. By scanning the foveated
zoom lens group in the x-y plane perpendicular to the optical
axis, the LRIs of diferent lateral positions on the object are
magnifed, and its spatial resolution imaging is improved.

Te goal of our design is to achieve a single system with
two spatial channels in 14 bands. One channel has a constant
peripheral focal length and wide FOV to search for pests and
monitor complex environments. Te other has a diferent
foveated focal length and a higher spatial resolution, which is
used to fnely identify pests in the LRI. Te two channels
have the same image plane. Table 1 lists the specifcations of
the 9× foveated-zoom system.

Te change in distance between the variator and com-
pensator causes a change in the foveated focal length and
magnifcation. When the system was zoomed locally, the
focal length of the peripheral imaging channel remained
unchanged. In our previous research, the foveated magni-
fcation was written as follows [6]:
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Figure 1: Principle layout of the LSHI. (a) System structure. (b) Target scene. (c) Spatio-spectral data cube of the reconstruction scene.
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Figure 2: (a) Illustration of spectral images on mosaic CMOS and SRDA hyperspectral imaging pixel. (b) Illustration of one hyperspectral
imaging pixel (16 CMOS pixels) with an FP flter. (c) Spectral responses of the 14 wavelength channels.
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M �
fv fc − lci( 

fc fv + lvi( 
, (1)

where fv and fc are the focal lengths of the variator and the
compensator, respectively. lvi and lci are the object distance
of the zoom and the image distance of the compensator,
respectively, under diferent foveated focal lengths.Te value
of the foveated magnifcation is positive to ensure that the
partially magnifed image is not inverted in the image plane.
Te paraxial analysis solution was implemented using
paraxial lenses in this system. Te parameters of the 9×

foveated zoom system were calculated according to the
specifcations in Table 1. Te spatial resolution was a spec-
ifcation of the LSHI system tested at an object distance of
200mm.

2.2.Optical SystemandPerformance Evaluation. A foveated-
zoom snapshot hyperspectral imaging system was designed
as shown in Figure 3. Te components of the system are
a 16mm focal length imaging lens, a 6mm focal length
variation, a -6mm focal length compensator, and a relay lens
with an object-to-image ratio of 1 :1 and NA 2.5. Te ef-
fective observation FOV was 31° × 23.4°. Te peripheral
channel F number is 1.8.

By controlling the three-axis translation stage, the
variator and compensator were moved along the optical
axis to change the foveated focal length and magnif-
cation. Figure 4 shows the distances of the variator from
the relay lens, the imaging lens from the compensator,
and the compensator from the variator at diferent
magnifcations. Tis movement distance was used in the
subsequent experiments described in Sections 3 and 4.
Simultaneously, the foveated zoom lens is scanned in the
XOY plane, perpendicular to the optical axis (Z-axis), to
obtain a foveated zoom with diferent FOVs.

Te MTF (Modulation Transfer Function), representing
the optical imaging quality of the peripheral and foveated
channels at diferent magnifcations, is shown in Figure 5.
Te cut-of frequency was 23 lp/mm based on the hyper-
spectral pixel size. Figure 5(a) shows theMTF of the full feld
of view of the peripheral channels, all above 0.7.
Figures 5(b)–5(f) show the MTFs of the foveated channels at
2×, 3×, 5×, 7×, and 9× magnifcation, respectively, with
foveated FOVs of 1.4°, 1.1°, 0.7°, 0.4°, and 0.3°. We adjusted
the weight of the peripheral and foveated channels into

balanced and proper values to maintain their MTF values
higher than 0.5 at 23 lp/mm. Hence, the image of this system
can maintain good quality.

3. Experimental Setup and
Performance Analysis

3.1. LSHI Setup. In Figure 6, a proof-of-concept experi-
mental system is built to demonstrate the efectiveness of the
proposed 9× foveated zoom snapshot hyperspectral imaging
system. Te system consists of a bandpass flter, an imaging
lens with a focal length of 16mm, a foveated zoom lens
including a variator and a compensator, a three-axis
translation stage, a relay lens with a magnifcation of 1×,
and a 14-band SRDA.Te bandpass flter comprises a short-
pass flter (OD4-650 nm, Edmund Optics) and a long-pass
flter (OD4-475, Edmund Optics), which limit the wave-
length range to 475–630 nm in front of the imaging lens.Te
diameter of the foveated zoom lens was 3mm. Te variator
and compensator were connected by a cage-type coaxial
structure, and the distance between the two could be fnely
moved to achieve zoom imaging. Te three-axis translation
stage is used to scan the foveated zoom lens laterally in
a plane perpendicular to the optical axis and to move the
variator and compensator along the z-axis, axially parallel to
the optical axis. Te moving distance was determined
according to the data shown in Figure 4. Te scanning of the
foveated zoom lens is designed to dynamically modulate the
focal length of any foveated FOV. During the scan, the
variator and the compensator remained coaxial.

3.2. Spatial Resolution and Magnifcation. Te spatial reso-
lution of the LSHI system is determined by imaging the
target (GCG-0206, Daheng Optics) of the United States Air
Force (USAF) test chart in 1951, as shown in Figure 7(a). In
general, we use image space resolution to evaluate the spatial
resolution of an imaging system.Terefore, we converted the
measured spatial resolution of the object space into the
spatial resolution of the image space through vertical axis
magnifcation. Te LSHI system imaged the USAF test chart
at an object distance of 200mm. In this case, the vertical-axis
magnifcation of the 1× LSHI system was 1/12.7. Te pixel-
number-limited image resolution was approximately 22 μm
in the peripheral channel. Terefore, the Nyquist frequency
was calculated as vny � 1/(2δpx) using the pixel pitch δpx of
the image sensor [42]. ANyquist frequency of approximately
23 lp/mm should correspond to an object space spatial
resolution of 1.8 lp/mm at an object distance of 200mm. On
the USAF test chart, the 0th group, 6th element corresponds
to a resolution of 1.8 lp/mm. Te imaging result of the
peripheral channel of the LSHI system without a foveated
zoom lens group in the USAF test chart is shown in
Figure 7(b). Te 1st group 1st element (position ① in
Figures 7(a)–7(b)) is the largest resolvable fringe, and its
corresponding object space spatial resolution is 2 lp/mm,
which meets the design value of 1.8 lp/mm. When the
foveated zoom lens group is working, the LSHI system
achieves 9× foveated magnifcation at ② in (a), and the

Table 1: Specifcations of a 9× LSHI.

Items Specifcations
Peripheral focal length 16mm
Foveated focal lengths 16–144mm
Foveated-zoom ratio 1×–9×

Peripheral channels F# 1.8
Peripheral channels FOV 31° × 23.4°

Peripheral spatial resolution (lp/mm) 23 (image space)
1.8 (object space)

Foveated spatial resolution (lp/mm) 23 (image space)
1.8–16 (object space)

Spectral resolution 10–15 nm
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imaging result is shown in Figure 7(c). When only the
peripheral channel is working, the result shows that the② in
Figure 7(b) cannot be distinguished. When the foveated
zoom lens group is working, the stripes in box ② in
Figure 7(b) can distinguish the 4th group’s 1st element
(shown in the red box in Figure 7(c)), and the corresponding
object space spatial resolution is 16 lp/mm. In the 9× LSHI
system, because the vertical axis magnifcation is 1/1.41
(9×1/12.7), the image space spatial resolution of the
9× LSHI system is 22.56 lp/mm, which almost meets the
design value of 23 lp/mm. Te resolution in the object space
is 2–16 lp/mm, which also meets the design value of
1.8–16 lp/mm.

To calculate the foveated magnifcation, we selected
a grid calibration chart (GCG-020606, Daheng Optics) as the
object to be imaged. Figure 8 shows foveated magnifed
images. Te peripheral channel of the LSHI system without
foveated zoom lens imaging results from the grid calibration
plate is shown in Figure 8(a), where each grid (in the red
box) occupies fve pixels. When the foveated zoom lens is
working, the LSHI system realizes foveated magnifcation at
the LRI, as shown in Figure 8(a), and the imaging results are
shown in Figures 8(b)–8(h). Foveated magnifcation is the
ratio of the grid in the foveated zoom area to the grid in the
peripheral area. Foveated magnifcation can be easily ob-
tained by comparing the grids in the two areas. By analyzing
the imaging results, a grid in the red box in Figures 8(b)–8(h)
occupies 10, 13, 18, 22, 30, 35, and 47 pixels, respectively.

Terefore, the foveated magnifcations of Figures 8(b)–8(h)
are, respectively 2×, 2.6×, 3.6×, 4.4×, 6×, 7×, 9.4×. When the
distance between the variator and compensator moves
according to the curve in Figure 4, continuous 1×–9.4×

foveated zoom imaging can be obtained.

3.3. Spectral Imaging Performance and Spectral Angle Map-
ping Classifcation. A standard color checker (X-rite) was
used as the target scene to test the spectral resolution ca-
pability of the LSHI system, which was fxed at 24 color
blocks. To eliminate background noise, a completely dark
pattern was projected onto the target, and then the refected
light captured by the SRDA was averaged and subtracted in
the following measurement. Figure 9 shows the X-rite im-
aging results and the analysis. Figures 9(a)–9(h) show se-
lected images corresponding to the eight wavelengths from
the raw hyperspectral stack. Te results show that the in-
tensity of each color block under diferent wavebands has
diferences that can be distinguished. Te recovered color
image and representative spectrum are shown in Figures 9(i)
and 9(k), respectively. Te spectrum shows the refection
characteristics of the diferent colors. Red (typically regions
3, 10, 11, and 13) refects more at long wavelengths. Blue
(typically regions 2 and 12) refects shorter wavelengths.
Yellow and green (typically regions 1, 5, and 7) have a higher
refectance at mid-wavelengths, whereas black (typically
region 8) has a fat spectrum. Te white circle in (i) rep-
resents the imaging result of the foveated zoom channel.
Figures 9(a)–9(h) and 9(k) show that the refectivity of the
color card in the white circle at 607–630 nm is high, which is
consistent with the actual situation of the red color block.
Terefore, we verifed that both the peripheral and foveated
zoom channels could obtain clear spectral imaging.

Te spectrum of a single pixel can be described as
a vector in an n-dimensional space, where n is the number of
spectral bands. Each vector has a specifc length that rep-
resents the brightness of the pixel and a direction that
represents the spectral shape of the pixel. Te more similar
the spectra, the better their correlation and the smaller the
spectral angle between them. Tis method is called spectral
angle mapping (SAM) [43]. In this study, we used the SAM
for classifcation.Te spectral angle between the pixels of the
image and the pixels of the selected area was calculated.
When the pixel diference was less than the set maximum
angle, they were assigned to the same category. We labeled
and extracted the pixels of region 1–13 in Figure 9(i).
Figure 9(j) is obtained after the SAM classifcation. Te
results show that this classifcation method can accurately
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classify the color blocks corresponding to the selected 13
regions. Tis will be of signifcant help in our next fruit
classifcation experiment.

4. Fruit Pest Monitoring Application

4.1. Drosophila Foveated Zoom Hyperspectral Fruit Imaging
Classifcation. Te proof-of-concept experiment system
built as shown in Figure 6 continues to be used to image
fruits and Drosophila on fruits. In this experiment, we used
full-spectrum halogen lamps as the illumination sources to

simulate the outdoor daylight environment. Two 25W
halogen lamps were placed on both sides of the scene to
obtain uniform illumination. Te target scene consisted of
mixed red and green grapes, cherry tomatoes, and two
Drosophila specimens. Te foveated zoom channel performs
9× foveated zoom imaging on one of the Drosophila species,
and the peripheral channel images the entire scene.
Figures 10(a)–10(h) show selected spectral images corre-
sponding to the eight wavelengths from the raw hyper-
spectral stack. Te recovered color image and representative
spectrum are shown in Figures 10(i) and 10(j), respectively.

1
0.8
0.6
0.4
0.2

0
0 2 4 6 8 10 12 14 16 18 20 22 24

Spatial Frequency (cycles/mm)

M
TF

Y Difraction limit
X Difraction limit

Y 0.3 Field

Y 0.0 Field
X 0.0 Field

X 0.3 Field
Y 0.5 Field

X 0.5 Field
Y 0.7 Field
X 0.7 Field
Y 1.0 Field
X 1.0 Field
Y -1.0 Field
X -1.0 Field

(a)

0 2 4 6 8 10 12 14 16 18 20 22 24
Spatial Frequency (cycles/mm)

1
0.8
0.6
0.4
0.2

0

M
TF

Y Difraction limit
X Difraction limit

Y 0.5 Field

Y 0.0 Field
X 0.0 Field

X 0.5 Field
Y 0.7 Field
X 0.7 Field
Y 1.0 Field
X 1.0 Field

(b)

0 2 4 6 8 10 12 14 16 18 20 22 24
Spatial Frequency (cycles/mm)

1
0.8
0.6
0.4
0.2

0

M
TF

Y Difraction limit
X Difraction limit

Y 0.5 Field

Y 0.0 Field
X 0.0 Field

X 0.5 Field
Y 0.7 Field
X 0.7 Field
Y 1.0 Field
X 1.0 Field

(c)

0 2 4 6 8 10 12 14 16 18 20 22 24
Spatial Frequency (cycles/mm)

1
0.8
0.6
0.4
0.2

0
M

TF

Y Difraction limit
X Difraction limit

Y 0.5 Field

Y 0.0 Field
X 0.0 Field

X 0.5 Field
Y 0.7 Field
X 0.7 Field
Y 1.0 Field
X 1.0 Field

(d)

0 2 4 6 8 10 12 14 16 18 20 22 24
Spatial Frequency (cycles/mm)

1
0.8
0.6
0.4
0.2

0

M
TF

Y Difraction limit
X Difraction limit

Y 0.5 Field

Y 0.0 Field
X 0.0 Field

X 0.5 Field
Y 0.7 Field
X 0.7 Field
Y 1.0 Field
X 1.0 Field

(e)

0 2 4 6 8 10 12 14 16 18 20 22 24
Spatial Frequency (cycles/mm)

1
0.8
0.6
0.4
0.2

0

M
TF

Y Difraction limit
X Difraction limit

Y 0.5 Field

Y 0.0 Field
X 0.0 Field

X 0.5 Field
Y 0.7 Field
X 0.7 Field
Y 1.0 Field
X 1.0 Field

(f )

Figure 5: MTF of the periphery and foveated channels at diferent magnifcations. (a) MTF of the peripheric channel in full feld.
(b)–(f) MTF of foveated channels in the foveated feld at 2×, 3×, 5×, 7×, and 9× magnifcations, respectively.
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Te spectra show the absorption signatures of diferent fruits
and Drosophila species. Te refectance of green grapes is
higher in the 520–583 nm band, and it absorbs more at
482–508 nm.Te spectral curve trends of the red grapes and
cherry tomatoes were roughly similar. In particular, the
refectivity of red grapes was higher in the 479–620 nm band
and lower in the 620–630 nm band. Drosophila specimens
exhibited the highest refectivity at 546 nm. Terefore, it is
better to monitor and identify Drosophila using this band.

Figure 11 shows the imaging results of Drosophila with
six diferent focal lengths in the 546 nm band. Te result of
the peripheral channel without the foveated zoom lens of the
LSHI system imaging the target scene is shown in
Figure 11(a). Drosophila occupies fve pixels and can be
detected but cannot be identifed. However, when the
foveated zoom lens group works, the LSHI system realizes
the foveatedmagnifcation ofDrosophila in Figure 11(a), and
the imaging results are shown in Figures 11(b)–11(f ).
Drosophila in Figures 11(b)–11(f ) account for 13, 20, 27, 33,
and 45 pixels, respectively. Terefore, the foveated magni-
fcations of Figures 11(b)–11(h) were 2.6×, 4×, 5.4×, 6.6×,
and 9×, respectively. When the foveated magnifcation is

2.6×, DrosophilaDrosophila can be identifed, as shown in
Figure 11(b). When the foveated magnifcation is 4× or
higher, Drosophila can not only be recognized, but its details
(wings and tentacles) can be distinguished, as shown in
Figures 11(c)–11(h).

4.2. Image Color Contrast Enhancement and Fruit
Classifcation. To better distinguish diferent fruits, we en-
hanced the contrast of the diferent fruits during the color
image restoration process. We used two-color image res-
toration methods. One is to create artifcial color images and
apply the Commission Internationale de L′ Eclairage (CIE)
curve to spectral data. Te results are shown in Figure 12(a).
Te other is called false color. A specifc single band of the
target is assigned to the red, green, and blue color channels
to obtain a high-contrast rendered color image. We chose
diferent bands as reference wavelengths for the red, green,
and blue channels to enhance the weight of the selected
band. Te color restoration results when the red, green, and
blue channels chose 607, 533, and 482 nm as reference
wavelengths, respectively, are shown in Figure 12(b). It can

Band-pass
flter

Tere-axis
translation

stages

Imaging
lens

Foveated
zoom lens SRDA

Relay
lens

Figure 6: Foveated-zoom snapshot hyperspectral imaging system experimental setup.

(a) (b) (c)

Figure 7: USAF test chart imaging results. (a) USAF test chart in 1951. (b) Imaging result of the peripheral channel. (c)Te imaging result of
9× foveated zoom channel.
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Figure 8: Grid calibration chart imaging results. (a) 16mm focal length peripheral channel imaging without foveated zoom lens.
(b)–(h) 2×, 2.6×, 3.6×, 4.4×, 6×, 7×, 9.4× foveated zoom imaging with a foveated zoom lens.

(a) (b) (c) (d)

(e) (f ) (g) (h)

(i) (j)
Figure 9: Continued.
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Figure 9: X-rite color card hyperspectral imaging results and analysis. (a)–(h) X-rite images from 8 selected spectral channels. (i) Color
image recovered from 16 spectral channels. (j) SAM classifcation image. (k) Representative spectra from the 13 regions labeled in (i).
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Figure 10: Continued.
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be observed from Figures 10(h) and 10(j) that the refectivity
of cherry tomatoes at 629 nm is relatively high. To enhance
the contrast of the cherry tomatoes, 629 nm was selected as
the reference wavelength for the red channel. Te results are
shown in Figure 12(c). Similarly, we chose 546 nm as the
reference wavelength for the green channel to enhance the
contrast of the green grapes. Te result is shown in
Figure 12(d). Compared with the color image in
Figures 12(b)–12(d), which show a higher color contrast of
cherry tomatoes and green grapes for better visualization.
Comparing the two-color restoration methods, the frst
restoration is a continuous waveband, which results in less
image noise. Te second restoration method can select
diferent weighted wavelengths of red, green, and blue
according to the requirements, which provides an efective
way to enhance contrast. Note that by optimizing the color
arrangement or full-spectrum analysis, the contrast of ob-
jects of interest in complex scenes can be further increased,

where multiple wavelengths can form a color channel to-
gether. Furthermore, this method plays an important role in
real-time monitoring.

Te LSHI system can achieve partial zooming of any LRI
in an entire target scene. Region 1 in the restored color image
in Figure 13(a) is locally zoomed, as shown in Figures 10 and
11. Terefore, we implemented a foveated zoom for region 2
through the three-axis translation stage, and the result of the
color recovery image is shown in Figure 13(b). We classify
the three types of fruit in Figure 13(a), and the results are
shown in Figure 13(c). Both the green and red grapes in the
target scene were classifed and identifed. However, only
two cherry tomatoes were classifed and labeled because of
their lower spectral response of cherry tomatoes. When the
light source is unevenly illuminated, the spectral angle of
some cherry tomatoes will be greater than the threshold,
causing these tomatoes to not be assigned to the same
category. In addition, the two Drosophila species occupy too

(a) (b) (c)

(d) (e) (f )

Figure 11: Drosophila imaging at diferent foveated focal lengths at 546 nm. (a) 16mm focal length peripheral channel imaging without
a foveated zoom lens group. (b)–(f ) 2.6×, 4×, 5.4×, 6.6×, 9×foveated zoom imaging with foveated zoom lens group.
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Figure 10: Drosophila and fruit hyperspectral imaging results and analysis. (a)–(h) Drosophila and fruit images from 8 selected spectral
channels. (i) Color image recovered from 16 spectral channels. (j) Representative spectra from the 4 regions labeled in (i).
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few pixels, resulting in them not being classifed and marked
in Figure 13(c). However, when Drosophila is foveatedly
magnifed, they can be classifed and labeled, as shown in
Figure 13(d). Figure 13(d) is the classifcation diagram of
Figure 13(b). Te white circle shows that the Drosophila
(aquamarine) and the fruit (orange) are classifed and la-
beled. Te Drosophila in region 1 that has not been locally
magnifed cannot be classifed due to its low spatial reso-
lution.Terefore, foveated zoom channels play an important
role in the spectrum’s classifcation and recognition.

5. Conclusion

In this study, we proposed a 9× foveated zoom snapshot
hyperspectral imaging system using commercial SRDA to
monitor and identify fruit pests and fruit classifcation. We
achieved a 9× foveated zoom by controlling the three-axis
translation stage to change the distance between the variator
and the compensator. Te spatial resolution of the LSHI
system has been increased from 2 lp/mm to 16 lp/mm using
foveated zoom channels, which signifcantly compensates

(a) (b)

(c) (d)

Figure 12: Image color recovery and fruits contrast enhancement. (a) Artifcial color image using CIE curve. (b) False color with reference
wavelengths of 607, 533, and 482 nm. (c) False color with reference wavelengths of 629, 533, and 482 nm. (d) False color with reference
wavelengths of 629, 546, and 482 nm.

(a) (b)

(c) (d)

Figure 13: Drosophila and fruit classifcation. (a) Artifcial color image without a foveated zoom lens group. (b) Foveated magnifed color
image of Drosophila in region 2. (c) Classifcation image of (a). (d) Classifcation image of (d).
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for the low spatial resolution of the SRDA. Using the X-rite
color card as the imaging target, we verifed that the LSHI
system can simultaneously obtain 14-band spectral images
of the peripheral and foveated channels from 479 nm to
630 nm with a spectral bandwidth of 10–15 nm through
a single exposure. We also performed 9× foveated zoom
hyperspectral imaging of certain fruits and Drosophila
species. We successfully obtained 14 spectral bands and
spectral response curves for red grapes, green grapes, cherry
tomatoes, and Drosophila. We also showed two diferent
color restoration results. Color-enhanced fruit images pre-
sented better contrast than those without using specifc
reference bands. Finally, SAMwas used for the classifcation.
Te results show that the use of foveated zoom channels is
conducive to the accurate classifcation of targets. Tis study
is suitable for online fruit classifcation and pest identif-
cation. In addition, if the three-axis translation stage is
replaced with a lighter and smaller precision controller in the
future, the demonstrator will be particularly suitable for
remote sensing applications with drones, such as agricultural
and environmental monitoring, because the system is
compact, lightweight, and real-time.
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