
Research Article
Multiple PAHs’ Detection under CDOM Interference Based on
Excitation-Emission Matrix and Interval Selection

Ruizhuo Li ,1,2 Limin Gao,1,2 Guojun Wu ,1,3 and Jing Dong1,2

1Xian Institute of Optics and Precision Mechanics, Chinese Academy of Science, Xi’an 710119, China
2College of Photoelectricity, University of Chinese Academy of Science, Beijing 100049, China
3Qingdao Marine Science and Technology Center, Qingdao 266237, Shandong, China

Correspondence should be addressed to Guojun Wu; wuguojun@opt.ac.cn

Received 13 September 2023; Revised 31 October 2023; Accepted 15 November 2023; Published 8 December 2023

Academic Editor: Mohd Sajid Ali

Copyright © 2023 Ruizhuo Li et al. Tis is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Fluorescence technology is an efective tool for detecting polycyclic aromatic hydrocarbons (PAHs) in water. However, the
accuracy of fuorescence detection is reduced by the spectral overlap of diferent PAHs and coexisting colored dissolved organic
matter (CDOM). In this study, a single-excitation interval selectionmethod based on an excitation-emissionmatrix is proposed to
quantify four PAHs: fuorene, pyrene, phenanthrene, and benzo(a)pyrene under CDOM interference. Te optimal excitation
wavelength for each PAHwas obtained by stability analysis, based on which the optimal emission interval was obtained by chaotic
particle swarm optimization. Te partial least squares (PLS) prediction models of four PAHs under interference were established.
On comparing with other modeling methods, the results show that the models with interval selection have better prediction
accuracy (mean relative error< 10%) under CDOM interference. Te recovery rate and limit of detection of the method were also
evaluated. Tis study provides a new and helpful strategy for fuorescence detection of interfering PAHs in water.

1. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are a class of
organic compounds consisting of multiple aromatic rings,
which are strongly carcinogenic, teratogenic, and mutagenic
[1, 2]. PAHs can enter water bodies through a variety of
routes, including wet and dry depositions, road runof,
industrial wastewater, fossil fuel combustion, and atmo-
spheric sedimentation. Because of their severe risks to the
environment and human health, PAHs are considered to be
a priority contaminant for monitoring by various countries
and organizations [3, 4].Terefore, the development of rapid
and efcient PAH detection methods is crucial to evaluate
water quality and establish efective pollution control
measures [5].

High-performance liquid chromatography (HPLC) and
gas chromatography combined with mass spectrometry
(GC-MS) are common methods to measure PAH in water
because of their high accuracy [6]. However, the measure-
ment usually requires analyte extraction and intensive

sample preparation, which is time-consuming and laborious
[7]. Some other techniques, such as spectrometric analysis
[8, 9], capillary electrophoresis [10], and immunological
detection [11], have been proposed for the convenient de-
tection of PAHs. Among these methods, molecular fuo-
rescence analysis is widely used due to its inherent
sensitivity, selectivity, and versatility [12]. With the devel-
opment of data acquisition systems and data analysis
techniques, fuorescent measurement has shown exciting
prospects in trace PAH identifcation and quantifcation
[13, 14].

Tree-dimensional (3D) fuorescence spectroscopy, also
known as excitation-emission matrix (EEM), has attracted
wide attention due to its abundant spectral information and
adaptability in complex situations. EEM provides a com-
prehensive view of the fuorescent properties, allowing for
the identifcation and analysis of complex mixtures of fu-
orophores. However, the presence of substances such as
metal ions, colored dissolved organic matter (CDOM), and
surfactant molecules in samples can interfere with the
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fuorescence spectra of target PAHs, thus afecting the de-
tection performance [15]. CDOM, a mixture of various
organic compounds, is a ubiquitous natural source of
fuorescence, and humic acid (HA) plays a major role in its
absorbance and fuorescence properties [16]. Chemometric
methods such as PARAFAC provide the second-order ad-
vantage of spectral separation from the EEM [17, 18].
However, PARAFAC requires the test spectra to have the
same size as the modeled spectra, necessitating the mea-
surement and preprocessing of the full EEM of the sample,
which complicates the measurement and analysis processes.

Another strategy to mitigate interference from other fu-
orophores is variable selection, where the most important
variables on the spectrum are used for modeling. For two-
dimensional spectra such as near-infrared and ultraviolet
spectra, numerous studies have shown that wavelength se-
lection removes uninformative or interfering variables and
improves the model interpretability [19, 20]. Te variable se-
lection for EEM is more complex, as it involves both excitation
and emission dimensions. Previous studies have shown the
potential of EEM combined with wavelength selection for the
quantitative detection of fuorescent organics [21–23]. How-
ever, most studies have been devoted to the detection of target
substances, with less focus on wavelength selection and
modeling under interference. Terefore, we would like to
explore PAH’s wavelength selection method and modeling
capabilities under CDOM interference.

Tis study intends to (1) investigate the optimal excitation
wavelengths and emission intervals in multiple PAH detection
and the interference of CDOM on the interval selection, (2)
develop prediction models for PAHs based on the selected
variables, and (3) evaluate the validity of the selected wave-
lengths by comparing them with other methods. Twenty-four
samples were confgured for calibration, each sample consisting
of four PAHs (fuorene, pyrene, phenanthrene, and benzo(a)
pyrene) and HA. A wavelength selection algorithm based on
the reliability analysis and chaotic particle swarm algorithm
was developed to optimize the spectral variables in EEM. Te
optimal excitation wavelengths and emission wavelength in-
tervals in the presence/absence of CDOM interference were
compared by preprocessing the spectra and further analysis,
and the optimal models were established. Tis study aims to
provide theoretical and experimental guidance for the de-
tection of PAHs under CDOM interference.

2. Materials and Methods

2.1. Samples and Measurements. Four diferent PAHs used
in this study were fuorene (FLU), pyrene (PYR), phenan-
threne (PHE), and benzo(a)pyrene (BaP). Tese PAHs are
commonly found in diferent water sources and signify the
impact of human activities. BaP, in particular, is recognized
as one of the most hazardous and cancer-causing PAHs.
Most PAHs are insoluble in water, and the diference in
fuorescence intensity makes their detection more complex
[24]. PAH reagents were obtained from Aladdin Reagent
Co., Ltd. and were of analytical grade, requiring no further
purifcation. PAHs were dissolved in Milli-Q water and
confgured as a 100 μg/L primary stock solution. In

particular, a small amount of ethanol is added during BaP
dissolution to ensure that the concentration of BaP is
consistent with that of other PAHs. HA was also obtained
from Aladdin Reagent Co., and was dissolved in NaOH
solution to prevent any impact on the pH. Te resulting HA
solution was then diluted to 100mg/L.

Two sample sets were prepared using stock solutions:
Mix-PAH and HA-PAH. Te samples in the Mix-PAH set
comprised four distinct PAHs, with concentrations ranging
from 1 to 20 µg/L. In the HA-PAH set, the concentration of
PAH mirrored that of the Mix-PAH set, and the diferen-
tiating factor lies in the introduction of three distinct
concentrations of HA (2mg/L, 5mg/L, and 10mg/L). Te
detailed concentration settings are shown in Table 1.

All the fuorescence measurements were implemented
on the F-7000 spectrometer (Hitachi, Japan) at a constant
temperature of 25°C. Te excitation wavelength range of the
instrument was set to 200 nm–400 nm with a step size of
10 nm, and the emission wavelength range was set to
250 nm–450 nm with a step size of 1 nm. Te resulting Mix-
PAH and HA-PAH datasets comprised 24 sample mea-
surements, with 21 excitation and 201 emission wavelength
points. Tree blank samples were also measured, and blank
subtraction was made to mitigate spectral background.

2.2. PAH Concentration Prediction Model. Te prediction
model of PAH concentration was established based on
partial least squares (PLS) regression. PLS decomposes the
independent and dependent variables into latent variables to
determine the most important components and establishes
the least squares equation that maximizes the correlation
between the latent variables [25]. Te number of latent
variables (nLVs) in PLS is usually determined by k-fold
cross-validation. In the presence of redundancy in spectra
data, variable selection has been proven to be an efective
way to improve model performance [26]. Tis study uses
selected spectral data as independent variables and PAH
concentrations as dependent variables.

Te PLS prediction model is evaluated using root mean
square error (RMSE), coefcient of determination (R2), and
mean relative error (MRE).

RMSE �
1
n

􏽘

n

i�1
yo − yp􏼐 􏼑

2⎡⎣ ⎤⎦
1/2

,

R
2

� 1 −
􏽐

n
i�1 yo − yp􏼐 􏼑

2

􏽐
n
i�1 yo − y( 􏼁

2 ,

MRE �
1
n

􏽘

n

i�1

yo − yp

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

yo

,

(1)

where yo and yp are observed and predicted values, y is the
average of yi, and n is the number of samples. In general,
a smaller RMSE and an R2 closer to 1 indicate that the model
has a better predictive ability. RMSECV, RMSEC, and
RMSEP are the RMSE of the cross-validation, calibration set,
and prediction set, respectively.
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2.3. Particle Swarm Optimization (PSO) and Chaotic PSO
(CPSO). In the study related to two-dimensional spec-
troscopy, the wavelength selection method is mainly divided
into two categories: wavelength point selection (WPS) and
wavelength interval selection (WIS) [27]. Monte Carlo
uninformative variables elimination (MC-UVE) and
changeable size moving window partial least squares
(CSMWPLS) are two representative methods of WPS and
WIS [28, 29]. Due to the apparent continuity of molecular
spectra, WIS has an advantage over WPS in the in-
terpretation of the model. However, WIS usually divides
intervals according to specifc rules, which are less fexible
than WPS. Particle swarm optimization (PSO) is an in-
telligent optimization method based on the principle of
bionomics [30]. Inspired by the social behavior of fsh
schooling or bird focking observed in nature, PSO optimizes
by simulating the information interaction between pop-
ulation members. PSO randomly generates I particles in the
solution space and each particle has D dimensions. Each
particle represents an individual solution, and these particles
have position characteristics and velocity characteristics to
guide the fight of particles. Te objective function evaluated
the ftness of the particle to determine the individual best
position pi and the global best position pg. pbest is the best
solution that one particle can achieve so far, and gbest is the
global best solution of all particles within the swarm. At the

t-th iteration, the position of each particle would be updated
as follows:
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where ω is the inertia weight, vi,d and xi,d are the particle
velocity and particle position in d-th dimension of i-th
particle, respectively, r1 and r2 are random numbers be-
tween (0, 1), and c1 and c2 are learning factors to control step
length of each iteration.Te position and velocity of particles
are limited to a specifc range to ensure the movement of
particles is reasonable.

Benefting from the mutual cooperation between par-
ticles, standard PSO tends to converge quickly [31]. How-
ever, the performance of PSO depends mainly on the initial
parameters, and it is easy to converge early and fall into local
optima. Also, as the number of iterations increases, each
particle is more and more similar to the optimal particle,
reducing the particle population’s diversity [32].

In order to enrich the search behavior and avoid falling
into the local optimum, chaotic perturbation was applied to
the search of PSO [33, 34]. Te chaotic variable has ergo-
dicity, pseudorandomness, and irregularity, which are de-
termined by a deterministic equation. As a typical chaos, the
logistic mapping equation is defned as follows:

αn+1
� μαn 1 − αn

( 􏼁, n � 0, 1, 2, 3 . . . , (4)

where μ is the control parameter; the track of chaotic var-
iable travels ergodically over the whole search space when
μ� 4 and α0 ∉ (0, 0.25, 0.5, 0.75, 1). Te chaotic value of
a logistic map for 100 iterations where α1 � 0.3 is shown in
Figure 1.

Te CPSO procedure using logistic functions is de-
scribed as follows:

Step 1: Mapping the original variable
X � [x1 · · · xd · · · xD] into a chaotic variable
A0 � [α10 · · · αd

0 · · · αD
0 ] according to the following rules:
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where term xd
max and xd

min represent the maximum and
minimum bound in the d-th dimension of particles,
respectively.
Step 2: Calculate the new chaotic variables An for the
next iteration according to the logistic equation (4)
until the maximum iteration N is reached.
Step 3: Te chaotic sequence A1, . . ., AN is reverse
transformed into decision variables X1, . . ., XN. Te
variable of the d-th dimension in Xn is transformed into
the following way:

x
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n � x

d
min + αd

n × x
d
max − x

d
min􏼐 􏼑. (6)

Table 1: PAH concentration values of the Mix-PAH and HA-PAH
datasets (μg/L).

No. FLU PYR PHE BaP
1 20.0 20.0 20.0 20.0
2 13.3 13.3 13.3 13.3
3 5.0 5.0 5.0 5.0
4 3.3 3.3 3.3 3.3
5 1.0 1.0 1.0 1.0
6 2.0 1.0 5.0 5.0
7 2.0 10.0 10.0 10.0
8 2.0 20.0 20.0 20.0
9 5.0 2.0 5.0 10.0
10 5.0 5.0 2.0 20.0
11 5.0 10.0 20.0 2.0
12 5.0 20.0 10.0 5.0
13 10.0 2.0 10.0 20.0
14 10.0 5.0 20.0 10.0
15 10.0 10.0 2.0 5.0
16 10.0 20.0 5.0 2.0
17 20.0 2.0 20.0 5.0
18 20.0 5.0 10.0 2.0
19 20.0 10.0 5.0 20.0
20 20.0 20.0 2.0 10.0
21 15.0 10.0 7.5 12.5
22 7.5 13.0 20.0 7.0
23 5.0 8.7 13.3 4.7
24 10.0 6.7 5.0 8.3
T1 3.0 6.0 9.0 12.0
T2 7.5 17.5 16.0 9.0
T3 12.5 12.5 5.0 3.0
T4 17.5 2.5 12.5 6.0
T5 15.0 15.0 20.0 16.0
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Step 4:Te ftness of the decision variables X1, . . ., XN is
calculated, and if optimal ftness is better than gbest,
retain the new solution.
Step 5: Shrink the chaotic search space according to the
following equation. Te subsequent chaos search
searches within the new search space.
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(7)

2.4. Wavelength Selection Method. Unlike infrared or ul-
traviolet spectra, accurate measurement must optimize ex-
citation and emission wavelengths in EEM. Suppose the
EEM spectral data include M excitation wavelengths, J
emission wavelengths, and K samples, the concentration

matrix Y consists of K samples and the concentration of P

PAHs.
Te schematic procedure of the single-excitation interval

selection is shown in Figure 2 briefy, and the method is
described below in detail:

Te optimal excitation wavelength of each PAH is se-
lected according to Steps 1 to 3.

Step 1: Te emission spectral data corresponding to
each excitation wavelength are used as the independent
variable, and the 1st column of Y (concentration of the
1st PAH) is the dependent variable. M prediction
models are established, and RMSECV values corre-
sponding to each excited wavelength are obtained by
random k-fold cross-validation.
Step 2: Calculate RMSECV values for 2-P substances as
in Step 2. Te RMSECV matrix has P rows and M
columns.

RMSECV �
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Step 3: Execute Step 1 to Step 2 N times and calculate
the stability Sp,m (m-th excitation wavelength for p-th
PAH) according to the following equation:
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where Fp,m is the frequency at which RMSECVp,m

becomes the minimum value in the p-th row of the
RMSECVmatrix. A higher S indicates a higher stability

of the excitation wavelength. For the p-th PAH, the
wavelength with the highest stability in the p-th row is
chosen as the optimal excitation wavelength Exp. In
order to reduce the limitation of excessive excitation
wavelength, only the optimal one rather than combi-
nations of multiple excitation wavelengths is picked.
After obtaining each PAH’s optimal excitation wave-
length Exp, the corresponding emission spectral data
(K∗J) are extracted to select the optimal emission
interval. Te CPSO algorithm was utilized to regulate
the process of interval selection according to the
following steps.
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Figure 1: Variation of logistic function for 100 iterations.
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Step 4: Initialize the chaos control parameter Flag� 0
and an appropriate integer Q. Generate I particles, each
containing two dimensions x_start and x_end. Te
variables between x_start and x_end are used as in-
dependent variables in the PLS model. Te positions
and velocities of the particles are randomized in [0, 1]
and [1, J], and the ftness of each particle is calculated
with ftness�RMSECV (Xc).
Step 5: Update the position and velocity of the particle
according to the updated formulas (2)-(3). If gbest re-
mains the same as the previous generation,
Flag� Flag + 1;
Step 6: If Flag>Q, chaotic perturbation is performed on
the particles. Te particles are arranged in ascending
order of ftness, and the best 20% particles are chaot-
ically perturbed in the search space according to the
logistic optimization method.
Step 7: If a better gbest is obtained after chaotic per-
turbation, update the pg and gbest, then reset Flag� 0.
Generate 80% I particles randomly and evaluate the
ftness of these particles. Te new swarm is formed
from newly generated and retained particles.
Step 8: Go back to Step 5 until termination conditions
are met, then output pg (x start, x end) as the best
emission spectral interval. Build the prediction model
based on the selected variables.

2.5. Software Tools. All EEM data analysis and model de-
velopment were conducted in MATLAB 2018a (Te Math-
Works Inc., USA). Te drEEM toolbox (https://www.
models.life.ku.dk) is used for data integration and scatter-
ing elimination.

3. Results and Discussion

3.1. Fluorescence Spectra of Four PAHs. Te EEMs of FLU,
PYR, PHE, and BaP are shown in Figure 3. It can be seen that
the fuorescence spectrum of FLU is in the range of exci-
tation (Ex) 230–310 nm/emission (Em) 280–360 nm, with

a fuorescence peak at Ex 270 nm/Em 310 nm. Te fuo-
rescence spectrum of PYR is in the range of Ex
260 nm–350 nm/Em 340 nm–400 nm, with two fuorescence
peaks at Ex 330 nm/Em 380 nm and Ex 270 nm/Em 380 nm.
Te fuorescence spectrum of PHE is in the range of Ex
230–310 nm/Em 340–400 nm, and the fuorescence peaks
are located at Ex 250 nm/Em 360 nm and Ex 280 nm/Em
360 nm. Te fuorescence spectrum of BaP is in the range of
Ex 250–400 nm/Em 380–450 nm, and the prominent fuo-
rescence peaks are located at Ex 380 nm/Em 400 nm and Ex
380 nm/Em 430 nm; there are two weaker peaks at Ex
290 nm. Te ratio of peak fuorescence intensity of FLU,
PYR, PHE, and BaP was 7 : 4 :1 : 45 at the concentration of
20 μg/L.

Figure 4 shows the efect of HA fuorescence on PAH
detection. Figures 4(a) and 4(b) are PAH’s fuorescence
spectrum without/with HA being added. Te spectrum of
HA displays a continuous absorption and emission band,
which is widely present at Ex> 250 nm and Em> 350 nm.
Moreover, the fuorescence intensity of HA increases as the
excitation wavelength increases. HA and PAH fuorescence
have diferent degrees of overlap, so the fuorescence
characteristics of PAH are blurred, which degrades the
modeling accuracy signifcantly by simply using peak
intensity.

3.2. Results of Wavelength Selection

3.2.1. Optimal Excitation Wavelength Selection. Te exci-
tation wavelengths of four PAHs were selected, as described
in Section 2.4. Emission spectral data corresponding to the
1st–21st excitation wavelength were extracted as in-
dependent variables, and then, 21∗4� 84 PLS models were
established with concentrations of FLU, PYR, PHE, and BaP
as dependent variables. Figure 5 shows the variation of
explained variance and RMSECV with nLVs (FLU,
Ex� 280 nm). In this case, the nLVs were decided to be four
because the frst four latent variables contain 99% of the total
variation, and the RMSECV was stabilized at a lower level.
Te prediction models corresponding to each excitation
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Figure 2: Flowchart of the single-excitation interval selection of EEM.
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wavelength were built 50 times in the Mix-PAH dataset and
HA-PAH dataset, and the stability of each excitation
wavelength for four PAHs was obtained and is shown in
Figure 6.

In the presence of HA fuorescence, the excitation
wavelength distribution of HA-PAH changes obviously. As
Figure 6 shows, since the fuorescence of HA is stronger at
longer wavelengths, there is a signifcant blue shift in the
stability of the excitation wavelength. For example, the
stability of PYR decreases at 330 nm and increases at 310 nm

and that of BaP decreases at 390 nm and increases at 370 nm.
Te blue shift phenomenon is particularly evident for FLU.
Te optimal excitation wavelength for the Mix-PAH dataset
is 300 nm, but the optimal excitation wavelength of
HA-PAH is moved to 270 nm under the infuence of HA,
and the stabilty of between 250 nm and 270 nm is signif-
cantly improved. Te stabilty of PHE varies insignifcantly,
and the optimal excitation wavelength remains at 250 nm.
Tis suggests that the efectiveness of each excitation
wavelength varies in diferent environmental conditions,
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Figure 3: EEM contours of (a) FLU, (b) PYR, (c) PHE, and (d) BaP.
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resulting in a variation in reliability. It is helpful to build
a better prediction model by reweighing the efective and
interference information.

3.2.2. Optimal Emission Interval Selection. After de-
termining the excitation wavelengths of the four PAHs, the
spectral variables corresponding to the optimal excitation
wavelengths were extracted, and CPSO was used to optimize
the wavelength interval. A swarm containing 30 particles is
created, and x_start and x_end are randomly distributed
between 1 and 201, with the restriction x_start< x_end-nLVs
to ensure that the number of interval variables is larger than
the nLVs. ω decreases linearly from 0.9 to 0.4, accelerating
constant c1 � c2 � 2, and particle velocity was limited in [−2,
2].Temaximum number of iterations of the particle swarm
algorithm is 100; while gbest is not updated for 10 (corre-
sponding Q) consecutive iterations, chaotic perturbations
are applied to update related parameters.

Te ftness variation with iterations during the operation
of the CPSO is shown in Figure 7. It can be seen that with the
increase in the number of iterations, the ftness value
gradually decreases until the maximum number of iterations
is reached.Te result of standard PSOwith the same random
seed is also shown for comparison. PSO and CPSO have the
same trend in the initial iteration. However, in the 26th
iteration, chaotic perturbation is applied for the frst time,
reducing the ftness and showing the diference between

CPSO and PSO. Chaotic perturbation was also applied in the
41st, 42nd, 43rd, and 61st iterations, but chaotic perturba-
tion in the 41st and 42nd iterations did not produce better
results. None of the chaotic perturbations output better
results after the 76th iteration, which indicates that a stable
solution has been obtained in the search space. Obviously,
CPSO gets a better ftness value and a higher rate of
convergence.

Because of the diferent random numbers, the optimal
interval chosen for each run is not exactly the same. Te
RMSECVs were calculated 50 times, and the frequency
distribution was obtained to evaluate the importance of each
variable. Figure 8 shows diferent frequency distributions of
four PAHs of the Mix-PAH dataset. CPSOmainly selects the
regions near 330 nm, 370 nm, 350 nm, and 410 nm for FLU,
PYR, PHE, and BaP, respectively, which is consistent with
the spectra distribution. Te frequency of selected variables
decreases sequentially from the center to both sides, in-
dicating a gradual decrease in the importance of these
variables.

Te diferent frequency distributions of HA-PAH are
shown in Figure 9. Because HA has a stronger fuorescence
at longer wavelengths, the interval center of FLU was
transformed to 320 nm from 330 nm, indicating a tendency
towards shorter wavelengths. Compared with Mix-PAH, the
wavelength interval of PYR showed a signifcant wavelength
broadening to capture more informative data for modeling.
Te distribution of PHE’s wavelength did not change

0.75

0.8

0.85

0.9

0.95

1

Ex
pl

ai
ne

d 
va

ria
nc

e

0

1

2

3

4

5

6

7

RM
SE

CV

2 4 6 100 8
Number of latent variables

Figure 5: Explained variance and RMSECV variation with nLVs.

FLU
PYR

PHE
BaP

220 240 260 280 300 320 340 360 380 400200
Ex (nm)

0

0.5

1

St
ab

ili
ty

(a)

FLU
PYR

PHE
BaP

0

0.5

1

St
ab

ili
ty

220 240 260 280 300 320 340 360 380 400200
Ex (nm)

(b)
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signifcantly, with a slight contraction and shift towards
shorter wavelengths observed. Te fuorescence distribution
of BaP showed a more concentrated trend, which is con-
centrated in the peak BaP region (400–430 nm). Te results
show that compared with the Mix-PAH dataset, the emis-
sion distribution of HA-PAH produces diferent degrees of
deviation to obtain more efective information.

Te obtained variable distributions decide the optimal
emission interval; the RMSECV corresponding to each
frequency interval is calculated starting from the interval
with the highest frequency to eliminate the interference
information as much as possible, and the interval with the
smallest RMSECV is selected as the modeling interval.

3.2.3. Model Establishment and Results of Concentration
Prediction. Te spectra of the optimal intervals of fve test
samples were measured to verify the validity of the selected
intervals. A single measurement takes less than 30 seconds,
which is less time than a full EEM (2-3minutes) and
chromatography. Based on the selected spectral intervals,

single-excitation interval PLS prediction models for
HA-PAH were established. Te relation between predicted
and actual values is shown in Figure 10. For the results of
FLU, PYR, and BaP, each data point is close to the projected
regression line, concluding that the predicted model fts the
data well. By comparison, the predicted results for PHE
showed more signifcant deviations, partly because of the
severe spectral overlap between PHE and other fuorophores
and partly because of the relatively lower fuorescence ef-
fciency. Te prediction values of the test set are shown in
Table 2. Te MRE values of Mix-PAH were 2.05%, 4.87%,
6.90%, and 3.20%, respectively, which achieved satisfactory
results. Te MRE values of HA-PAH were 4.30%, 4.54%,
7.39%, and 3.36%, respectively. Despite the fuorescence
interference fromHA, theMRE values of HA-PAHwere still
lower than 10%, indicating that the wavelength selection
method screened out the most informative wavelength
variables for modeling under HA interference.

Two common modeling methods without variable se-
lection, peak-picking and full-spectrum (FS-PLS), and two
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representative wavelength selection methods, CSMWPLS
and MC-UVE, were applied to construct prediction models
to evaluate the performance of the proposed method. Te
excitation wavelength of FS-PLS, CSMWPLS, and MC-UVE
was determined by the same method in Section 2.3. In
determining the optimal modeling interval with CSMWPLS,
the window size was expanded from 10 to 100 with an
interval of 10, and the window was slid on the corresponding
emission wavelengths to select the best interval by RMSECV.
Similarly, MC-UVE selected the frst 10∗n (n� 1, 2, 3, . . .,
10) wavelengths for cross-validation and selected the vari-
able set with the smallest RMSECV for modeling.

Te results of diferent modeling approaches on the
HA-PAH dataset are listed in Table 3. For HA-PAH, the
peak-picking method has the highest RMSEP values, while
the R2 is also the smallest, indicating that the predictive
performance of the univariate prediction model is severely
weakened in HA-PAH samples. FS-PLS outperformed the
peak-picking method, indicating the advantage of multiple
linear regressions. However, some variables containing ir-
relevant information are still involved in the modeling,
which limits the accuracy of the model. In the presence of
HA, variable selection still exhibited its contribution to
modeling (lower RMSEP and higher R2), and the selected
wavelengths reduced the interference of CDOM to some
extent and had more valid information in the model

construction. Te model accuracy and linearity of both
MC-UVE and CSMWPLS exceeded FS-PLS, confrming the
presence of a large number of uninformative and interfering
variables in the emission spectra, and the wavelength se-
lection method extracted the critical information. Te
RMSEPs of single-excitation interval PLS are 0.5588, 0.6598,
1.3502, and 0.4654, respectively, with more satisfactory
results compared to CSMWPLS and MC-UVE.

In order to validate the performance of the PLS models
for PAH measurement, recovery experiments were con-
ducted, and the results are displayed in Table 4. Four PAHs
with concentrations of 2.38, 1.19, and 0.71 μg/L were added
to the original solution, and each sample was measured three
times. Te spiked concentrations were calculated to obtain
average recoveries of 103.3%, 103.2%, 107.4%, and 101.4%,
respectively.Te results showed that the spiked samples with
diferent concentrations had similar recoveries, which were
all close to 100%, indicating that the developed model has
good precision and reliability.

3.2.4. LOD and LOQ for the Simultaneous Determination of
Four PAHs with HA. Te limit of detection (LOD) and limit
of quantitation (LOQ) are critical metrics that combine the
sensitivity and precision of the analytical determination,
playing a pivotal role in the assessment of the model’s
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Figure 9: Frequency distribution of variables selected in (a) FLU, (b) PYR, (c) PHE, and (d) BaP by CPSO in the HA-PAH dataset.

Table 2: Prediction values of single-excitation interval PLS in the test samples (μg/L).

FLU
Actual concentration 3.0 7.5 12.5 17.5 15.0 MRE (%)

Prediction concentration (Mix-PAH) 3.90 7.35 12.88 17.77 14.86 2.05
Prediction concentration (HA-PAH) 3.31 7.36 12.19 18.31 15.84 4.30

PYR
Actual concentration 6.0 17.5 12.5 2.5 15.0

Prediction concentration (Mix-PAH) 6.41 16.31 13.24 2.07 15.13 4.87
Prediction concentration (HA-PAH) 4.98 16.95 12.90 2.52 14.18 4.54

PHE
Actual concentration 9.0 16.0 5.0 12.5 20.0

Prediction concentration (Mix-PAH) 8.43 13.75 6.59 12.78 19.46 6.90
Prediction concentration (HA-PAH) 7.37 15.37 5.18 11.47 17.97 7.39

BaP
Actual concentration 12.0 9.0 3.0 6.0 16.0

Prediction concentration (Mix-PAH) 12.51 9.44 3.57 6.04 15.70 3.20
Prediction concentration (HA-PAH) 12.47 9.52 3.70 6.13 15.72 3.36

MRE values are listed in the last column.
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Figure 10: Relation between the predicted concentration and the observed concentration of (a) FLU, (b) PYR, (c) PHE, and (d) BaP in the
HA-PAH dataset.

Table 3: Prediction results of diferent methods in the HA-PAH dataset (μg/L).

Method RMSEP R2
c R2

t

FLU

Peak-picking 0.6436 0.9810 0.9865
FS-PLS 0.5915 0.9924 0.9939

CSMWPLS 0.5884 0.9980 0.9965
MC-UVE 0.5739 0.9975 0.9916

Single-excitation interval PLS 0.5588 0.9974 0.9943

PYR

Peak-picking 2.9173 0.7608 0.8553
FS-PLS 0.8908 0.9974 0.9887

CSMWPLS 0.8074 0.9928 0.9917
MC-UVE 0.7536 0.9969 0.9990

Single-excitation interval PLS 0.6598 0.9969 0.9911

PHE

Peak-picking 2.8100 0.3122 0.4313
FS-PLS 1.6104 0.8950 0.9562

CSMWPLS 1.5048 0.9090 0.9770
MC-UVE 1.4578 0.8725 0.9350

Single-excitation interval PLS 1.3502 0.9925 0.9828

BaP

Peak-picking 0.5109 0.9959 0.9921
FS-PLS 0.4950 0.9992 0.9953

CSMWPLS 0.4975 0.9992 0.9956
MC-UVE 0.4765 0.9986 0.9957

Single-excitation interval PLS 0.4654 0.9991 0.9966
R2

c and R2
t are the coefcients of determination of the calibration set and test set.
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performance. For the multiple linear regressions such as
PLS, the LOD and LOQ can be calculated following the
method pioneered by Olivieri et al.:

LOD � 3.3 SEN−2
n var(x) + hSEN−2

n var(x) + h var ycal( 􏼁􏼐 􏼑
1/2

,

LOQ � 10 SEN−2
n var(x) + h SEN−2

n var(x) + h var ycal( 􏼁􏼐 􏼑
1/2

,

(10)

where SEN represents the sensitivity associated with the
specifc detection substance, var (x) is the variance in in-
strumental signals, h stands for the leverage of each sample,
and var (ycal) is the variance in the calibration concen-
trations [35]. Each sample in the multivariate model has
a specifc leverage value h due to diferences in spectral
characteristics. Terefore, the LOD of the multivariate
model is distributed within a leverage value modulated
interval, which is diferent from the univariate model. Here,
average LOD and average LOQ were used as metrics to
assess model performance.

Under HA interference, the LOD values calculated for
the four PAHs were 0.4412, 0.4475, 0.9417, and 0.2088,
respectively. Accordingly, the LOQ values of the four PAHs
were consistent with the trend of LOD, which were 1.3369,
1.2652, 2.8536, and 0.6326, respectively. Te diferent LOD
values among PAHs are mainly due to the diference in
fuorescence signal intensity. PAHs with stronger fuores-
cence tend to have smaller regression coefcients, resulting
in larger SEN. In addition, due to the interference of dif-
ferent concentrations of HA, PAHs with weaker fuores-
cence intensity usually have higher var (ycal). Consequently,
FLU, PYR, and BaP have better LOD and LOQ, especially
BaP, with the strongest fuorescence signal. In contrast, FLU
with the weakest fuorescence intensity had the highest LOD
and LOQ.

4. Conclusions

A method integrating EEM and single-excitation interval
selection was proposed for detecting four PAHs under
CDOM interference. For each PAH, the optimal excited
wavelength and emission interval are optimized for mod-
eling, and multiple PLS prediction models are built to

predict the diferent PAHs. Under CDOM interference, the
MRE of this method is less than 10%, and it also has smaller
RMSEPs and higher R2 compared to the other modeling
methods, which show satisfactory results. Sound detection
limits and recovery rates further validate the reliability of the
model. Compared with chromatography and full EEM, this
study provides a new method for rapid and accurate analysis
of multiple PAHs in water. Further research will explore
methods to compensate for the efects of temperature and
turbidity to improve the reliability of predictive models in
real environments.
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