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Feature Variable Selection Based on VIS-NIR Spectra and Soil Moisture Content Prediction Model Construction
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The hydrological cycle, surface energy balance, and the management of water resources are all significantly impacted by soil moisture. Because it governs the physical processes of evapotranspiration and rainfall penetration, surface soil moisture is a significant climatic variable. In this work, visible-near infrared (VIS-NIR) bands were used to compare and analyze the spectra of loess samples with varying moisture concentrations. The investigation looked at how changes in the soil moisture content impacted the response of the soil spectra. The researchers used a genetic algorithm (GA), interval combination optimization (ICO), and competitive adaptive reweighted sampling (CARS) to filter feature variables from full-band spectral data. To forecast the moisture content of loess on the soil surface, models like partial least squares regression (PLSR), support vector machine (SVM), and random forest (RF) were created. Findings indicate that: (1) the most reliable spectrum preprocessing technique is the first derivative (FD), which can significantly enhance the model’s prediction power and spectral characteristic information. (2) The feature band selection method’s prediction effect of soil moisture content is typically superior to that of full-spectrum data. (3) The random forest (RF) prediction model for soil moisture content with the highest accuracy was built by combining the genetic algorithm (GA) with the FD preprocessed spectra. The results may provide a new understanding on how to use VIS-NIR to measure soil moisture content.

1. Introduction

Soil moisture content (SMC) plays a crucial role in determining the physical characteristics of soil [1, 2]. The soil moisture content impacts the physical and chemical processes within the soil, as well as the overall ecological environment, hydrology, and patterns of climate change [3]. Soil moisture content monitoring plays a crucial role in ensuring the protection of crop growth, mitigating geological calamities, and averting soil desertification [4, 5].

Remote sensing is widely regarded as a valuable technique for monitoring soil characteristics across extensive regions, proving to be a more economical alternative to in situ measurements [6]. Remote sensing relies on the physical correlation between the soil moisture content and the particular reflectance spectrum.

Traditional SMC monitoring is based on the drying method, neutron meter determination method, γ-ray method, etc. [7], which have high accuracy in single-point determination but require a large amount of human and
material resources and time resources, and are unable to provide continuous spatial surface information of SMC. Due to the characteristics of real-time, nondestructive, and noncontact, visible-near-infrared remote sensing [8] and microwave remote sensing [9] provide effective means for SMC monitoring. Hyperspectral data are rich in band information and can provide more detailed spectral information to reflect geophysical properties, but at the same time there are problems such as noise, high redundancy of information, and overlapping absorption features. Investigating whether selecting feature variables or sensitive bands from the original spectrum can replace the full band is highly important. This can lead to improved prediction accuracy, reduced model workload, and enhanced model efficiency [10]. Scholars have examined different algorithms to enhance the effectiveness and precision of soil property prediction through VIS-NIR spectroscopy by eliminating noise and extracting bands with distinctive features. The accuracy of the model is affected by the fact that various algorithms for selecting variables do not choose the same feature variables [11]. Many prior research studies have utilized linear models in conjunction with multiple variable selection techniques, whereas the utilization of support vector machine (SVM), random forest (RF), and other models in combination has been observed in a few less studies [12–14]. Combining different variable selection methods with regression methods to predict soil properties can provide a theoretical basis for remote sensing means to obtain information about the target object.

Spectral technology has improved models for specific soil properties. This greatly improves the accuracy and efficiency of soil moisture content detection, which significantly enhances the effectiveness of soil property evaluation. The current methods for establishing soil moisture detection models based on soil spectral features mainly include univariate linear models, multivariate linear models, and other nonlinear models. The linear model is efficient and simple, with high accuracy, while the nonlinear model is more complex but has better generalization performance. Appropriate models can accurately predict various soil parameters, such as soil organic matter [15], salinity [16], and texture [17], as indicated by previous research. Researchers have obtained favorable forecast outcomes by employing various models, including stepwise multiple linear regression [18], multivariate adaptive regression splines [19], memory-based learning [20], partial least squares regression (PLSR) [21], cubist [22], support vector machines (SVMs) [23], and random forests (RFs) [24, 25]. Nevertheless, there is a scarcity of research that has integrated diverse feature selection algorithms with various machine-learning models to identify SMCs. Hence, in this research, we merged three feature selection techniques (CARS, ICO, and GA) with three common machine-learning models (PLSR, SVM, and RF) to identify the best prediction model for SMC in the designated region.

2. Methods and Materials

2.1. Soil Sampling and Laboratory Sample Preparation. The research site is situated in the Qinzhou District of Tianshui City, in the southeastern part of Gansu Province. It is in a loess hilly area with complex geological structures and a poor geological environment. Moreover, it is part of the transition zone between the Qinling Mountains and the Longshan Mountains. Adjacent to the loess plateau, the area is situated within the latitude range of 34°05′–34°40′N and the longitude range of 105°13′–106°01′E, as depicted in Figure 1. The elevation ranges from 1,107 to 2,707 meters. Situated in the southern vicinity of the Wei River and to the west of the Jialing River, this region serves as the dividing line for the water systems of both the Yellow River and the Yangtze River [26]. In terms of climate, it falls within the warm temperate humid and semihumid climate region, experiencing an average yearly temperature ranging from 9 to 13 degrees Celsius and an annual rainfall of 420 to 660 mm. The distribution of annual rainfall is not uniform, with June through September making up 81.6% of the total precipitation. The terrain consists primarily of mountainous brown soil, while the plant life predominantly consists of warm temperate mixed coniferous broad-leaved forest [27].

In July of 2022, a total of five sampling locations were chosen at random within the designated region to collect undisturbed soil samples from a depth of 0-20 cm. Each black dot in Figure 1 represents a sampling area. The sampling technique used in each sampling area was the “five-point” method [28, 29]. In our study, we considered the effect of soil particle size on spectral reflectance found in previous studies, and in order to exclude this interference, we decided to standardise the size of the soil particles after mixing the soil from all the collected areas. Taking into account the fact that temperature, humidity, and degree of weathering all impact the soil formation process, soil samples were gathered from various locations within the target area during the search so as to preserve the natural environment’s similarity and reduce the experimental impact of variables [30, 31]. In each black dot area, a square area (1 m²) was randomly selected and equal amounts of soil were collected at five locations (the square’s four corners and the centre) and the five samples were combined to create a representative sample. The laboratory received all the samples for the purpose of air-drying, eliminating impurities, grinding, and sieving (less than 2 mm). Before rehydrating the samples, the soil samples were subjected to a constant temperature of 105°C in an oven for 24 hours to fully eliminate the moisture content [32, 33]. Transparent petri dishes measuring 15 cm in diameter and 2 cm in depth were filled excessively with soil samples and make its surface even and flat through treatment. Each sample was saturated by slowly adding pure water using a spray bottle, and then immediately sealed with plastic wrap for 24 hours to prevent evaporation. This technique ensured that the water in the samples was spread uniformly. The identical process was used to prepare 70 samples.
2.2. Soil Spectral Acquisition. We utilized a FieldSpec Pro 4 spectroradiometer to measure the soil samples’ spectra (Analytical Spectral Devices, Inc. USA). In a dark room, the spectral reflectance of every soil sample was measured while being positioned on a black absorbent fabric. A 200 W tungsten halogen lamp, positioned at a zenith angle of 40°, served as the light source. The gun head of the analytical spectral devices was securely positioned on the holder, with a zenith angle of 0°, at a distance of 15 cm from the soil sample’s surface. The probe had a significantly narrower field of vision compared to the size of the Petri dish, as depicted in Figure 2(a) and 2(b). To enhance measurement accuracy and reduce instrument noise, the soil’s spectral reflectance was measured at a perpendicular angle to the soil sample. After performing arithmetic averaging, the soils samples in the area yielded average spectral reflectance. Prior to conducting the soil spectral measurement, the instrument underwent a 15-minute preheating process. Spectral measurements involved sampling the spectral range of the soil sample at its centre. A total of 10 spectral curves were collected for each soil sample, with a sampling interval of 1 nm. The spectral value of the soil sample was considered as the average spectral reflectance. Reflectance was calibrated by a standard whiteboard with a reflectance of 99% prior to each soil spectrum measurement [34]. The reflectance measurement of one sample is completed every hour according to the uniform procedure. The precise values of the soil spectral reflectance that were collected are depicted in Figure 3.

2.3. Partitioning of the Training and Validation Sets. Methods for partitioning the datasets include the method of concentration gradient, method of random sampling, Kennard-Stone method (KS), and partitioning of sample sets based on joint $x$-$y$ distances (SPXY). The SPXY algorithm was used to divide 70 soil samples that had been prepared beforehand into the training and validation sets. Training utilized 70% of the soil moisture content measurement data, with the remaining 30% allocated for validation. There were 50 samples in the training set and 20 samples in the validation set, with a ratio of 7 to 3. The training dataset should include a diverse and extensive range of moisture content for the samples, ensuring it is both a broad and evenly spread [35]. Alternatively, there will be the emergence of systematic forecasting mistakes.

The SPXY technique originated from the Kennard-Stone approach. The Kennard-Stone technique divides the dataset by considering the Euclidean distances of various samples in the $x$-vector direction (also referred to as the feature dimension direction of the dataset). Euclidean distances were
**Figure 2:** Spectral acquisition equipment. (a) shows the actual instruments required for soil spectrum acquisition, and (b) is a plane diagram of the instruments required for this experiment.

**Figure 3:** Spectral curves of soil with varying levels of soil moisture contents. (a) Original reflectance curve; (b) randomly selected original reflectance curve; (c) Savitzky–Golay (SG); (d) first derivative (FD).
calculated for various samples in the \( \mathcal{Y} \)-vector direction, which corresponds to the true value dimension of the dataset. To achieve a more thorough assessment and division of the dataset, regularization was employed to merge the distances in both the \( x \) and \( \mathcal{Y} \) directions. In order to give equal significance to the allocation of samples in both \( x \) and \( \mathcal{Y} \) spaces, the normalized \( x'\mathcal{Y} \) distance can be computed [36]. \( d_{x'\mathcal{Y}} \) can be done in a manner similar to the Kennard-Stone algorithm, rather than using the stepwise selection process alone. Instead of solely relying on K-S, this approach utilizes both independent and response variables to choose a representative sample. It combines the independent variable \( (x) \) and the dependent variable \( (\mathcal{Y}) \). The target composition distance \( D_{x'\mathcal{Y}}(m,n) \) can be calculated for every pair of \( (m,n) \) samples. The distances between \( D_{x}(m,n) \) and \( D_{\mathcal{Y}}(m,n) \) are normalized by dividing them by the highest value in the dataset they belong to. Equation (1) can be used to calculate the normalized \( x'\mathcal{Y} \) distance:

\[
D_{x'\mathcal{Y}}(m,n) = \frac{D_{x}(m,n)}{\max_{m\in[1,N]}D_{x}(m,n)} + \frac{D_{\mathcal{Y}}(m,n)}{\max_{m\in[1,N]}D_{\mathcal{Y}}(m,n)},
\]

where \( D_{x}(m,n) \) and \( D_{\mathcal{Y}}(m,n) \) are the Euclidean distances of samples \( m \) and \( n \), \( \max_{m\in[1,N]}D_{x}(m,n) \) and \( \max_{m\in[1,N]}D_{\mathcal{Y}}(m,n) \) denote the maximum distances in the \( x \) and \( \mathcal{Y} \) directions, respectively. The total number of samples is denoted by the symbol \( N \).

### 3. Key Techniques in Predicting Soil Moisture Content by Spectral Analysis

It is necessary to understand the key techniques in spectral soil moisture detection and to explore in depth the feasibility of spectral technology in soil moisture content detection. First, the original spectral data were preprocessed. Second, the spectral features sensitive to soil moisture were extracted. Third, a soil moisture content detection model was constructed and then validated.

#### 3.1. Spectral Data Preprocessing Method

Experimental errors are caused by different factors in the process of spectral data acquisition and modeling. To establish a more stable and accurate spectral detection model of soil moisture, it is necessary to preprocess the data, eliminate interference information, highlight the absorption and reflectance peaks of the soil moisture spectra, and extract effective information [37].

The process of acquiring spectral data is vulnerable to disruption caused by noise from the instrument, uneven distribution of soil particles, and random measurement errors. Consequently, the measured sample spectra include spectral noise, which ultimately impacts the precision of the prediction model [38]. In order to enhance the relationship between spectral reflectance and soil elements, it is necessary to perform data preprocessing to extract valuable information from the spectra in nearly all assessment procedures. For this research, we utilized well-established preprocessing techniques, specifically Savitzky–Golay (SG) smoothing and first derivative (FD), to enhance the spectral profile and remove any potential baseline offset and background noise interference in the spectrum [39, 40].

The Savitzky–Golay smoothing algorithm is a popular choice for data preprocessing because of its straightforward, rapid, and user-friendly nature. The fundamental concept involves selecting a window with an odd number of points in width initially, and employing the least-squares technique to fit through the window’s translation. The data are smoothed by replacing the original value with the midpoint of the window [41, 42]. In this study, the spectra were smoothed using a filter window length of 15 and a polynomial order of 3.

The first derivative (FD) can be used to identify changes in the spectral slope, thus allowing for the identification of delicate fluctuations and the recognition of overlapping peaks. Incorporating first-order derivatives and Savitzky–Golay smoothing filters into spectral data analysis provides a powerful way to improve data interpretation, recognize subtle changes, and improve the visibility of spectral features [39].

#### 3.2. Spectral Feature Band Selection Algorithm

The study utilized three methods (CARS, GA, and ICO) for selecting the soil moisture content feature bands from the full-band spectra, employing spectral feature band selection techniques.

3.2.1. Interval Combination Optimization (ICO). Interval combination optimization is different from the other wavelength selection algorithms used in this study. It replaces wavelength points with wavelength intervals as the optimization object and uses weighted bootstrap sampling (WBS) to gradually shrink and optimize the combination of wavelength intervals. Finally, combined with a local search strategy, the edge bands of each wavelength range are further optimized [43]. To begin an ICO, the initial action is to evenly partition the spectral variable region into \( M \) subintervals of equal length based on wavelength. Using the WBS method, combinations of various wavelength intervals are sampled from \( M \) intervals in the second step, with the initial weight of each interval set at 1. The weight determines the probability of being selected for each wavelength interval.

\[
P_{k} = \frac{w_{k}}{\sum_{l=1}^{M}w_{l}} \times n.
\]

In equation (2), the number of wavelengths is \( n \); \( p_{k} \) denotes the probability of the \( k \)th wavelength being selected; \( w_{k} \) denotes the sampling weight of the \( k \)th wavelength. The third step of ICO is to establish PLSR models based on \( N \) combinations of wavelength intervals and calculate RMSECV for each model. The cross-verified mean square error (RMSECV) of the corrected set of samples indicates that the quantitative model has better prediction accuracy.
and stability when the RMSECV value is smaller. The model set with the minimum RMSECV is taken as the optimal model set, and the selection ratio is denoted as $\alpha$.

3.2.2. Genetic Algorithms (GA). Genetic algorithm as the heuristics, an automatic wavelength selecting process is proposed for constructing a multiparameter calibration model with the capability of self-organized and robust optimization [44]. GAs mimic the biological evolution process by drawing inspiration from the theory of biological evolution to simulate the problem that needs to be solved. Operations such as replication, crossover, and mutation generate the subsequent iteration of solutions. Solutions with low fitness function values are gradually eliminated and solutions with high fitness function values are increased. After N generations of evolution, individuals with high fitness function values will emerge. By simulating the natural evolutionary process, a search is conducted for the most favorable outcome, utilizing strong adaptability and global optimization capability [45].

This approach is to search for optimal parameters from a set of possible solutions by choosing a representative feature variable, and to increase the precision at the same time [46].

3.2.3. Competitive Adaptive Reweighted Sampling (CARS). CARS evaluates the significance of each variable by analyzing the absolute values of regression coefficients in the partial least square model. The selection of N subsets of variables is achieved through iterative N sampling runs, drawing inspiration from Darwin’s evolution theory [47]. Monte Carlo resampling is employed in a competitive and iterative manner to sequentially select subsets of variables with a fixed sample ratio [48]. In each resampling iteration, the approach is employed to identify the spectral variables that exhibit significant absolute regression coefficients in the training model. The number of selected variables (nVAR) is set by an exponentially decreasing function. Finally, cross-validation is employed to identify the most suitable subsets of variables [40].

Let $Y$ represent the desired $m \times 1$ characteristic matrix of sample soil moisture content, $X$ represent the $m \times n$ observed spectral matrix of the sample, $m$ represent the number of samples, $n$ represent the number of variables, $w$ denote the combination coefficients, $T$ represent the submatrix $X$ (a linear combination of $X$ and $w$), $c$ represent the regression coefficient vector of the PLSR model constructed by $T$ and $w$, $b$ represent the $n$-dimensional regression coefficient vector, and $e$ represent the prediction residuals [49].

$$T = w \cdot X.$$  
$$Y = c \cdot T + e = c \cdot w \cdot X + e = b \cdot X + e.$$  
(3)

The absolute value $|b_i|$ ($1 \leq i \leq p$) of the $i$ element of the regression coefficient vector $b = w \cdot c = [b_1, b_2, \cdots, b_n]$, $b$ in equation (3) represents the contribution of the $i$ th wavelength variable to $Y$. Then, the total contribution of all wavelengths to $Y$ is $f = \sum_{i=1}^{p} |b_i|$. As a criterion for variable selection, the weight $w_i$ was determined by calculating the proportion of $|b_i|$ each wavelength’s contribution to the total (equation (4)) in order to assess its significance. The significance of the wavelength variable is indicated by higher values of $|b_i|$ and $w_i$.

$$w_i = \frac{|b_i| \cdot i}{f}.$$  
(4)

Each evaluation of the importance of wavelength variables was the process of calculating $w_i$. The wavelength variables with smaller values of $|b_i|$ were then removed. To calculate the RMSECV values, the PLSR correction model was reconstructed using the new set of variables obtained through the adaptive reweighted sampling (ARS) technique from the retained variables. The process mentioned above was iterated N times (the predetermined number of Monte Carlo sampling) until the completion of sampling. By comparing, the model obtained the optimal subset of variables that had the smallest RMSECV value.

3.3. Prediction Model and Accuracy Evaluation. Three distinct models were employed to forecast the local soil moisture content in order to ascertain the optimal model for soil moisture content prediction. For the soil moisture content’s hyperspectral inversion, three models (RF, SVM, and PLSR) were chosen in this research.

The SVM is a kernel-based approach introduced by Vapnik [50]. It is a kind of nonlinear modeling approach which is based on the theory of statistics. Based on the SVM, we can make the best decision by making use of the support vector in the training data. It is capable of dealing with both linear and nonlinear problems, and can also be used to solve the problem of regression modeling. By using SVM in the remote sensing field, it is possible to effectively manage a small training set with fewer samples, thereby decreasing the model’s generalization error and minimizing the sample error, thus enhancing the model’s generalization capability and achieving a high level of precision [51].

In 2001, Breiman combined random forest (RF) with classification trees to create an integrated learning algorithm. This algorithm is advantageous due to its capacity for nonlinear mining, its antinoise capabilities, its inability to meet any assumptions in terms of data distribution, its ability to quickly adapt to datasets, and its rapid training speed [52].

In spectroscopic applications, the conventional view is that partial least squares regression (PLSR) is highly resistant to interference and can be involved in building full-wavelength calibration models [53]. Wold et al. introduced the concept of partial least squares regression (PLSR). The PLSR model, which merges the features of a principal component analysis with a multiple linear regression, successfully resolves the issue of multicollinearity and notably forecasts a set of response variables from
multiple independent variables. This technique has been recognized as a beneficial instrument for gauging soil moisture [54]. During the construction of the model, it takes into consideration the correlation between spectral data sources and is able to accurately explain the spectral signal. Furthermore, it has a fairly consistent level of precision when it comes to modeling and testing.

Initially, the calibration set was used to train the model in this study, followed by verifying the accuracy using the validation set. The model accuracy test is based on the standard regression and error-index evaluation; we evaluated the model’s precision and consistency by utilizing the coefficient of determination ($R^2$), root mean square error (RMSE), and relative analysis error (RPD). The calculation formulae are as follows:

$$R^2 = \frac{\sum_{i=1}^{n} (\bar{Y}_i - \bar{Y})^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}$$

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\tilde{Y}_i - Y_i)^2}{n}}$$

$$\text{RPD} = \frac{SD_{\tilde{Y}}}{\text{RMSE}}$$

where $\bar{Y}_i$ represents the measured values, $\bar{Y}_i$ represents the predicted values, and $\bar{Y}$ denotes the average of the measured values. The standard deviation of predicted values is represented by $SD_{\tilde{Y}}$, and $n$ denotes the number of soil samples.

A higher accuracy of model estimation is indicated by larger RPD and $R^2$ values, as well as smaller RMSE values. However, the model estimation’s precision is low [55], RPD, which is also referred to as relative prediction deviation, indicates the predictive ability of the calibration model for the data. If the RPD value is below 1.4, it signifies that the application requirements cannot be fulfilled, and the model is unable to predict the sample. A model with a relative analysis error value ranging from 1.4 to 2.0 suggests a moderate ability to predict the sample. A value of 2.0 or higher for relative analysis error signifies the model’s excellent predictive capability and its ability to accurately estimate the sample. $R^2$ represents the relative alteration in dependent variables accounted for by the predictors. The assessment of model accuracy is provided by evaluating the degree to which the model aligns with the observed outcomes and accurately predicts future results, offering a fairly reliable measure of its performance. The root mean square error (RMSE) represents the dispersion of data points from the regression line, indicating the concentration of data around the line of best fit.

4. Results

4.1. Spectral Curve Preprocessing. This study examined two preprocessing techniques for model performance, using the original spectra as the control set. For model optimization, the original VIS-NIR spectra were compared with the results to choose the most suitable preprocessing technique for VIS-NIR-based soil moisture content modeling and prediction. The original soil spectra at various moisture levels are displayed in Figure 3. Each color corresponds to a spectrum. In order to see the reflectance spectral curves of soils with different water contents more clearly, we randomly selected ten curves from the original spectra for Savitzky–Golay smoothing and first derivative, and the results are shown in Figure 3(b). Figure 3(c) shows Savitzky–Golay smoothing of randomly selected original reflectance curves. Figure 3(d) shows the first derivative processing of randomly selected original reflectance curves.

Figure 3 displays the outcomes of every spectral preprocessing technique. In general, the VIS-NIR reflectance spectra of the 70 soil samples exhibited similar overall trends. Changes in moisture content were observed to affect the spectral reflectance of soil. Typically, the reflectivity decreased as the moisture content increased [56]. The outcome aligned with the conclusions of prior research and was attributed to the oscillations of O-H clusters and water particles. The reflectivity patterns of every soil sample exhibited three primary absorption peaks around 1,400, 1,900, and 2,200 nm. The absorption band observed at approximately 1,400 nm can be attributed to the first overtone of O-H stretching, which signifies the presence of water molecules absorbed onto the clay surface. On the other hand, the band observed at around 1,900 nm indicates a combination of O-H stretching and H-O-H bending, indicating the presence of water molecules contained within the lattice. It is conceivable that organic molecules, including CH2, CH3, and NH3, as well as Si-OH bonds and cation-OH bonds found in phyllosilicate rocks, such as kaolinite and montmorillonite, may have a potential association with absorption bands found in phyllosilicate rocks. The absorption band observed at approximately 2,200 nm is attributed to the O-H stretching, which is a strong indication of water molecules contained in the lattice. The absorption bands around 1,400, 1,900, and 2,200 nm are associated with the presence of water, exhibited the highest absorption properties in the vicinity of 1,400 nm and 1,900 nm [57], but these two bands are not practically useful in inverting soil moisture using remote sensing due to the interference of water vapour in the atmosphere [58]. Sun et al. [59] showed in field spectral data collection on soil samples that the spectral curves obtained had significant spectral data noise around 1,400 and 1,900 nm and could not be used for moisture inversion.

4.2. Selecting Feature Variables. CARS successfully achieved variable optimization by iteratively adjusting the number of sampling processes and evaluating the RMSECV values. The iterative procedure was used to determine the ideal variable subset, which had the lowest RMSECV value. Using this iterative procedure, the ideal variable subset with the lowest RMSECV value was identified. As the sample methods increased, Figure 4 illustrates a progressive decline in the number of selected wavelength variables. The RMSECV values decreased continuously during the 1st to 38th sampling processes, indicating that the variables removed during the selection process were not related to moisture content. Meanwhile, after the 38th sampling process, the RMSECV values showed a rebounding trend, indicating that important variables related to moisture content began to be removed,
which led to an increase in RMSECV values. It can also be seen that the minimum RMSECV value was obtained after the 40th sampling, with Savitzky–Goay smoothing, while the minimum RMSECV value was obtained at the fourth iteration of sampling for the spectra with first derivative preprocessing and then continuously increased.

At the 38th sampling, the original spectra \( R \) exhibited the lowest RMSECV value. The subset of spectral variables corresponding to the position of the blue asterisk “∗” in a vertical column in the figure is considered to be the best [60]. This subset contained 141 spectral variables, accounting for 7.05% of the original spectral variables. At this point, for the calibration model, \( R^2_c = 0.9858 \) and RMSEC = 1.757; for the validation model, \( R^2_v = 0.944 \), RMSEV = 2.7477, and RPD = 4.2511. The SG-preprocessed spectra reached the minimum RMSECV value at the fourth sampling, and 123 spectral variables were preferentially selected, accounting for 6.15% of the original spectral variables. At this point, for the calibration model, \( R^2_c = 0.9835 \) and RMSEC = 1.8935; for the validation model, \( R^2_v = 0.9501 \), RMSEV = 2.6093, and RPD = 4.4765. The first derivative preprocessed spectra reached the minimum RMSECV value at the fourth sampling, and 428 spectral variables were preferentially selected, accounting for 21.4% of the original spectral variables. At this point, for the calibration model, \( R^2_c = 0.9999 \) and RMSEC = 0.0330; for the validation model, \( R^2_v = 0.673 \), RMSEV = 2.5370, and RPD = 5.5335. The distribution of the feature wavelength points is depicted in Figure 5.

Typically, the absorption bands of peaks are hydroxyl (-OH) spectral bands, H2O spectral bands, and combined spectral bands representing the hydroxyl stretching vibrations and Al-OH vibrations [61]. The first derivative preprocessing performed limit correction on the original spectra, making significant changes to the spectra. Thus, it can decompose overlapped mixed spectra, expand the spectral feature differences between samples, and increase spectral sensitivity bands.

The number of equal fractions of wavelength subintervals was set to 30, the number of WBS sampling processes per round was taken as 1,000, and the optimal model set ratio \( \alpha \) was set to 0.05 when optimal band selection was performed using ICO. Figure 6 shows the ICO screening variable process. Figure 6(a)–6(c) show the weight changes of each interval for each round of sampling for the original, SG-preprocessed, and FD-preprocessed spectra, respectively. The color gradient from dark blue to dark yellow represent the increasing weight values as the iterative process proceeded. The difference between the weighted bootstrap sampling (WBS) method utilized by ICO and the weighted binary matrix sampling (WBMS) method was that even if a band changed its weight to 1 in the previous round of sampling by chance, it may still be excluded in subsequent iterations. As shown in Figure 6(a), the sampling weight of the sixth subinterval was initially 1. However, with continuous iteration, its importance gradually decreased. The weight value returned to zero in the last iteration; thus, it was not selected in the optimal subset. This indicated that ICO had high fault tolerance in wavelength selection. Figure 6(d)–6(f) show the preserved variable results of model processing, 67 feature variables were selected from the original spectra using genetic algorithm in screening variable process. The selection frequency thresholds are represented by two horizontal lines in the figure. Increasing the frequency threshold led to a decrease in the number of selected variables. A larger frequency threshold resulted in a smaller number of variables selected [62]. The selection frequency variable in the figure has two horizontal lines representing different numbers of modelled feature bands. The feature bands whose selection frequency is greater than the corresponding frequency of the horizontal line are selected for modelling. As to which horizontal line is taken as the selection criterion, it can be based on the requirement of model accuracy; the higher the position of the horizontal line, the lower the number of eigenwavelengths used for modelling [63]. The retained feature variables, which are above the horizontal line, were used for model construction, and those below the horizontal line are unselected variables that were not used for modeling analysis.

The preprocessed spectral values were calculated by GA and repeated five times to screen the characteristic spectral bands. Figure 7 shows the results with soil spectral bands, for example, the spectral measurement range is between 401 and 2,400 nm, with 2,000 bands in total, and the horizontal axis represents the sequence number of bands 1-1,999. As for which horizontal line is chosen as the selection criterion, the result shows that the upper horizontal line has a higher number of wavelengths and the lower horizontal line has a lower number of wavelengths. It was found that the higher the position of the horizontal line, the lower the number of feature wavelengths modelled. When a small number of feature wavelengths are modelled, a lower model prediction error can be obtained. Nineteen feature variables were selected from the original spectra using genetic algorithm in this study, accounting for 0.95% of all the variables in the VIS-NIR spectra. Eighteen feature variables were selected from the Savitzky–Goay preprocessed spectra, accounting for 0.9% of all variables in the VIS-NIR spectra. From the results of model processing, 67 feature variables were selected from the first derivative preprocessed spectra, accounting for 3.35% of all the variables in the VIS-NIR spectra.

4.3. Accuracy and Validation of Different Prediction Models. The accuracy of the PLSR, SVM, and RF models constructed using SM, along with the full-band spectral data and feature bands filtered by various methods, is presented in Table 1. The models’ estimation accuracy was enhanced to varying extents after Savitzky–Goay and first derivative preprocessing, in comparison to R (original spectra). The models constructed using the feature bands had higher estimation accuracy compared to the calibration and
Figure 4: The outcomes of variable selection for soil moisture content (SMC) in the visible (VIS)-near infrared (NIR) band using competitive adaptive reweighted sampling (CARS) are shown in the figure. (a) Effect of CARS on the original spectra; (b) effect of CARS on SG preprocessed spectra; and (c) effect of CARS on FD preprocessed spectra.

(a) CARS-Final number of selected variables: 141

(b) CARS-Final number of selected variables: 123

Figure 5: Continued.
validation sets’ modeling of the full-band spectral data (401-2,400 nm) for all three feature variable selection methods. Specifically, the Savitzky–Golay (SG)-genetic algorithm (GA) technique achieved feature band modeling by utilizing 18 modeling variables, accounting for a mere 0.9% of the complete spectra. The ranking of the three feature screening methods in terms of their ability to enhance model accuracy was determined as GA > CARS > ICO. Based on the evaluation results in Table 1, we used the 19 sensitive wavelengths selected using R-GA and the 18 sensitive wavelengths preferred by FD-GA as input variables for modeling soil water content using PLSR, RF, and SVM methods, respectively.

A comparison of the data presented in Table 1 leads to the use of the FD-GA-RF combination, when $R^2 = 0.9957$ and $RMSEC = 0.9838$; the validation model $R^2 = 0.9962$ and $RMSEV = 0.8643$, and $RPD = 16.2421$. Similarly, for both PLSR and SVM, the corresponding optimal combinations of

**Figure 5:** In the VIS-NIR band, the figure displays the count of variables chosen by the CARS-based SMC. (a) Effect of CARS on the original spectra; (b) effect of CARS on SG preprocessed spectra; and (c) effect of CARS on FD derivative preprocessed spectra.

**Figure 6:** Interval combination optimization (ICO) algorithm iteration process. Weight changes of each wavelength interval during the iterative process: (a) original spectra; (b) SG-preprocessed spectra; (c) FD-preprocessed spectra; algorithm-selected preserve variables: (d) original spectra; (e) SG-preprocessed spectra; (f) FD-preprocessed spectra.
Figure 7: Genetic algorithm (GA) feature variable screening process. (a) Effect of the GA on the original spectra; (b) effect of the GA on SG-preprocessed spectra; and (c) effect of the GA on FD-preprocessed spectra.

<table>
<thead>
<tr>
<th>Spectral preprocessing</th>
<th>Feature variable selection</th>
<th>Model</th>
<th>Calibration models</th>
<th>Validation models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
<td>RMSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9858</td>
<td>1.7570</td>
<td>0.9447</td>
</tr>
<tr>
<td>CARS</td>
<td></td>
<td>0.9440</td>
<td>1.1139</td>
<td>0.9652</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9960</td>
<td>0.9380</td>
<td>0.9923</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9504</td>
<td>3.2853</td>
<td>0.8591</td>
</tr>
<tr>
<td>R</td>
<td>GA</td>
<td>0.9964</td>
<td>0.8912</td>
<td>0.9900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9956</td>
<td>0.9821</td>
<td>0.9897</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9890</td>
<td>1.5505</td>
<td>0.9889</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9956</td>
<td>0.9812</td>
<td>0.9864</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9961</td>
<td>0.9211</td>
<td>0.9908</td>
</tr>
<tr>
<td>ICO</td>
<td></td>
<td>0.9890</td>
<td>1.5505</td>
<td>0.9889</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9953</td>
<td>1.0075</td>
<td>0.9856</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9952</td>
<td>1.0233</td>
<td>0.9903</td>
</tr>
</tbody>
</table>

Table 1: Cross-validation of the spectral dataset and the PLSR, SVM, and RF calibration models of SMC.
soil moisture content prediction models can be obtained. In addition, the RPD value is calculated to be 16.2421. Likewise, the optimal combinations of soil moisture content prediction models can be acquired for both PLSR and SVM. Figure 8 displays the outcomes of the modelling. The visual representation accurately depicts the relationship between the observed and projected soil moisture content values. The calibration model’s trend line closely matched the target trend line, with a value close to 1:1, suggesting that the FD-GA-RF model successfully predicted various soil moisture content. A high degree of fit of the validation model trend line to the target trend line indicated that the FD-GA-RF model ensured good prediction robustness.

The RF model demonstrated superior forecasting compared to the SVM and PLSR models. The relationship between soil moisture content and the spectrum was more complex. PLSR is a linear method that performs poorly at solving nonlinear problems, whereas SVM and RF can better solve complex nonlinear relationships between independent and dependent variables. However, the SVM model is prone to severe bias estimation caused by high spectral noise, which reduces the model’s accuracy. The RF model incorporates two machine-learning technologies of random feature selection and the Bagging algorithm. Compared with the traditional classifier algorithm, the RF model can better tolerate outliers and noise, so that the established model has higher accuracy and better robustness. Moreover, it can handle continuous and discrete data simultaneously [64].

5. Discussion

The study’s findings demonstrate that choosing appropriate spectral feature bands is an essential first step in creating reliable models. There is a lot of redundant information in the full-band data, which can be somewhat eliminated by the variable filtering [65]. In this study, the feature wavelengths of CARS, GA, and ICO were selected. The 401-2,400 nm band of the original VIS-NIR spectra was used as the full wavelength for feature band selection. Different pre-processing conditions were considered when selecting the feature wavelengths using the three methods. The new datasets were constructed by utilizing these wavelengths to create the three prediction models. Both GA and CARS algorithms possess identical traits as they are both global optimization methods. Both algorithms explore the entire solution space and detect confidential data within their search collections. The ICO algorithm retains more useful information than the GA and CARS algorithms.

In order to guarantee the full representation of the calibration set samples and the even distribution of all samples within each set, the dataset was partitioned using SPXY [66]. The study compared the effects of pretreatment using two different methods. The findings indicated that certain preprocessing techniques were not successful in eliminating noise and minimizing errors in the spectral data of intricate sample systems. The first derivative preprocessing technique was employed to enhance the calibration model’s performance in contrast to the initial spectral modeling. In order to develop the model, the results were also compared to determine the most effective method. The significance of spectral preprocessing in forecasting SOM content in Vis-NIR spectroscopy lies in its ability to diminish or nullify spectral noise, thereby enhancing the model’s predictive precision [67]. Nonetheless, not every spectral preprocessing technique is capable of yielding favorable outcomes. As a result, choosing the right spectral pretreatment technique is crucial. Research has demonstrated that first derivative (FD), Savitzky–Golay (SG) smoothing, and other approaches all have significant spectral preprocessing effects; nevertheless, the effects of FD spectral preprocessing are superior and more stable than those of the other techniques [35].

When the feature selection algorithm was executed in isolation, CARS excelled in identifying highly informative variables, whereas GA excelled in determining optimal band combinations. However, the computation time of GA was the longest and its capability to simplify the model inputs was weaker. The ICO exhibited the poorest ability to extract efficient wavelengths, which ultimately did not enhance the model’s accuracy. When employing feature variable selection techniques, certain methods enhance the model’s processing speed by refining the variable selection outcomes, whereas others enhance the model’s predictive capability and improve its quality [15]. Typically, simplifying the model coincided with a boost in the model’s predictive capability. Furthermore, the selection of characteristic variables using
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CARS (competitive adaptive reweighted sampling); GA (genetic algorithm); ICO (interval combination optimization); R (original spectra); SG (Savitzky–Golay); FD (first derivative); PLSR (partial least squares regression); SVM (support vector machine); RF (random forest).
various spectral preprocessing techniques can also influence the generated models. Hence, it is essential to examine and deliberate on the preprocessing technique that is more advantageous for modeling when combined with the process of selecting wavelength variables.

After Savitzky–Golay smoothing and first derivative preprocessing of the original reflectance of soil samples at different soil moisture contents, the feature absorption bands were more obvious. The characteristics of the absorption peaks were particularly prominent near 450; 1,400; 1,900; and 2,200 nm. This laid the foundation for variable optimization. By selecting CARS variables for soil samples at different soil moisture contents, the optimal variable set for predicting the soil moisture content was obtained. The GA algorithm had high prediction accuracy and strong prediction capability and effectively reduced the number of modelling wavelength variables. In order to more accurately estimate the amount of organic matter, Sun et al. [68] selected the band using a genetic algorithm (GA) and hyperspectral satellite data and the PLSR model.

The ideal combination of prediction models was obtained by combining different preprocessing methods with feature variable selection algorithms. The PLSR model achieved the best combination of R-GA-PLSR with $R^2 = 0.9904$, RMSE = 1.3726, and RPD = 10.2275. For the RF model, the optimal FD-GA-RF combination was $R^2 = 0.9962$, RMSE = 0.8643, and RPD = 16.2421. For the SVM model, the optimal R-GA-SVM combination was $R^2 = 0.9900$, RMSE = 1.1684, and RPD = 9.9968. The SVM model’s prediction performance on SMC was not as good as that of RF and PLSR. This might be explained by the restricted anti-interference ability of SVM and limitations resulting from parameter choices, such as kernel functions and penalty factors [69]. However, the performance of the PLSR model is subject to negative influence from other factors, such as texture and color [70]. The RF method is especially good at solving nonlinear problems because of its robustness, which is demonstrated by its strong anti-interference and anti-overfitting characteristics as well as its high tolerance to background noise and outliers [71]. This outcome is consistent with the SMC inversion investigation conducted by Eyo et al. [72]. The random forest (RF) classifier employs several decision trees for the purpose of training and predicting samples. RF requires low hyperparameter settings [73]. When the sample features are high-dimensional, it arbitrarily chooses features to place at the decision tree’s nodes in order to efficiently train the model for any dataset. RF is not sensitive to the lack of several
essential features and is comparatively easy to build. In summary, FD-GA-RF was the best combined model for estimating the soil moisture content.

6. Conclusions

After gathering soil samples from the target area, the spectral reflectance of soils with varying moisture contents was measured indoors using controlled variables. More accurate results were obtained by employing a range of spectral treatments, feature band selection, and prediction techniques in the subsequent work. Nevertheless, because this was a study carried out in a particular area, variations in soil texture, soil moisture content, and environmental factors may make the model less appropriate in some areas than others. Both feature bands and full bands were used in these models. The RF model outperformed the SVM and PLSR models in terms of accuracy. The coefficient of determination ($R^2$) for the calibration and validation sets of the RF-established soil moisture content prediction model was 0.9957 and 0.9962, respectively. The validation set had a relative prediction deviation (RPD) of 16.2421. The combination of feature variable selection and regression methods significantly enhanced modeling efficiency and maintained accuracy, in comparison to full-band modeling. Therefore, the results of this study can provide research ideas for examining soil properties in various contexts; further research is needed to see whether the model developed in this study can be applied to other places. In order to reduce the effects of various environmental factors, such as light, temperature, and moisture, on spectral reflectance, the soil samples in this investigation were sieved and prepared in an ideal laboratory setting. Future studies will therefore focus on determining how adaptable the current soil moisture content prediction model is in various settings and on undisturbed soil.
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