
Research Article
Simulation of the Compression Testing of Additively
Manufactured Lattice Structures Using Inputs from
Microcomputed Tomography

Minsol Park ,1 Martin Philip Venter ,1 and Anton Du Plessis 2,3

1Department of Mechanical and Mechatronics Engineering, University of Stellenbosch, South Africa
2Department of Physics, University of Stellenbosch, South Africa
3Object Research Systems Inc, Montreal, Canada

Correspondence should be addressed to Minsol Park; minimum3701@gmail.com

Received 11 September 2023; Revised 29 September 2023; Accepted 9 November 2023; Published 28 November 2023

Academic Editor: Andrea Tridello

Copyright © 2023 Minsol Park et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Finite element (FE) modeling is a powerful tool for the virtual testing of components, especially for high-value manufacturing like
additive manufacturing (AM). AM often involves lattice structures in parts, imparting unique mechanical properties. Numerical
models allow for cost-effective virtual testing, but computational limitations hinder comprehensive investigations on lattice
structures, and idealized models may not fully represent actual manufactured behavior. This study proposes a simplified
numerical model for analyzing lattice structure compression behavior before failure, incorporating X-ray microcomputed
tomography (CT) scan data. The model includes real manufacturing defects, such as geometrical inaccuracies, internal
porosity, and surface roughness. It closely fits compression test results from samples with varied defects, with a maximum
error of 17% for stiffness, 13% for yield stress, and 7% for peak stress. The model offers promise for developing manufacturing
defect-incorporated lattice representative volume elements (RVEs) to design AM parts with lattice regions. Replacing complex
lattice structures with solid-infilled RVEs in simulations reduces computational costs significantly. This approach allows
efficient exploration of lattice AM components’ mechanical behavior, accounting for manufacturing defects and offering
insights for design optimization and material selection.

1. Introduction

Laser powder bed fusion (L-PBF) is significantly changing
the manufacturing of all kinds of metallic components,
allowing new designs with increased complexity to be man-
ufactured compared to traditional manufacturing methods.
One highly popular design approach involved the use of
intricate cellular architectures, or lattice structures, which
offer superior mechanical properties when compared to con-
ventional stochastic foams [1]. This innovation has facili-
tated the local customization of mechanical properties,
enabling the creation of novel metamaterials with unique
properties derived from the bulk material [2]. Lattice struc-
tures are particularly valuable in high-end engineering fields
such as biomedical [3] and aerospace [4], where specific
mechanical properties are essential. For example, they can

be employed to match the mechanical properties of a manu-
factured titanium implant with that of bones in biomedical
engineering or achieve high strength-to-weight ratios in
aerospace and automotive engineering.

The current utilization of lattice structures is limited to
high-end engineering fields due to the high manufacturing
cost and concerns over their reliability [5]. Material charac-
terization of lattice structures is essential due to their small
feature sizes and sensitivity to process parameters that can
lead to reduced quality of the parts. Ideally, this is performed
on small-scale test samples before printing large, complex
parts to avoid wastage in manufacturing cost and time.
The mechanical testing of coupons is a typical experimental
approach, which is simple and reliable [6, 7]. Nevertheless,
all forms of mechanical testing are relatively costly and
time-consuming, since test parts need to be manufactured,
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and the availability of suitable experimental setups can be
limited. Numerical methods, on the other hand, offer more
cost-effective solutions as the manufacturing process or
experimental setups do not limit them. The numerical analy-
sis offers the ability to investigate parameters that can be
challenging to attain in experiments, such as varying strut
size [8], different cell configuration designs [9], and investi-
gating a wider range of manufacturing defects [10] to under-
stand their influence and understand the safety margins for
these structures. Examples of simulation studies involving
lattice structures include, for instance, Güden et al. [8] who
employed a numerical model to study the effect of the num-
ber of cells, strut diameter, and face sheet on the compression
of BBC lattices. Barnes et al. [9] used numerical simulations
to investigate the mechanical behavior of lattice structures
with hybrid topologies and the relationship between localized
states of stress and the global behavior of hybrid lattice
structures.

Qureshi et al. [10] explored the impact of porosity and
functional grading on the heat transfer efficiency of triply
periodic minimal surface (TPMS) topologies. Weeger et al.
[11] examined complex nonlinear and inelastic effects dur-
ing large deformations through the use of inelastic beam
models. Their findings underscore the significance of con-
sidering nonlinear and inelastic effects in such analyses.

However, it is important to note that numerical results
may not always match experimental results due to dis-
crepancies in as-designed models and as-built samples.
The as-designed model has an idealized geometry without
manufacturing defects, whereas as-built models contain
various manufacturing defects including geometrical inac-
curacies [12], internal porosity [7, 13], and surface rough-
ness [14]. These defects are potentially detrimental to
mechanical properties. The as-designed numerical model
without manufacturing defect consideration normally over-
estimates the mechanical properties of real manufactured
lattice structures.

To account for the impact of manufacturing defects on
the FE models, some researchers have adopted micro-CT.
This is a nondestructive imaging and analysis tool capable
of generating a three-dimensional digital model for inspect-
ing both external and internal geometrical features [15]. X-
ray CT is a promising tool for evaluating the geometrical
accuracy of AM lattice structures, including measuring the
geometrical difference between as-built and as-designed
structures and identifying manufacturing defects [16]. It is
widely used in various nondestructive analyses, such as
surface topography evaluation, porosity analysis, and coor-
dinate measurements. Simulation on micro-CT scan digital
models indeed has the potential to minimize the gap
between numerical and experimental results, as it allows
for a more accurate representation of the real lattice struc-
tures with their manufacturing defects [17]. However, the
use of CT scan digital models in simulations is constrained
by computational time and cost due to the inherent com-
plexity of their geometry, which includes intricate details of
irregular surface morphology and internal porosity. To over-
come this limitation, researchers have proposed various
approaches to develop FE models that can provide accept-

able accuracy with reduced computational time. These
approaches are aimed at simplifying the geometry of the
FE model while maintaining its accuracy. Such approaches
include homogenization techniques [18], RVE techniques
[18, 19], and geometry simplification [20, 21].

The RVE is a fraction of the volume representing the
entire structure’s properties [19]. By employing RVE model-
ing with periodic boundary conditions, the computational
time of FE modeling can be significantly reduced. Homoge-
nization, a technique used to determine the global properties
of structures with repetitive features, is commonly incorpo-
rated with RVE. This enables the development of a numeri-
cal model that accurately represents the lattice structure.
Park et al. [18] utilized homogenization in two stages to
model lattice structures with geometrical inaccuracies. They
divided the scale levels into layer deposition, structural ele-
ment, and lattice structure, proposing transformations
between them to estimate effective properties. The method
involves finding geometrical and material properties of
structural elements and then estimating effective mechanical
properties of lattice material using a unit cell and discretized
homogenization for periodic structures. This allowed them
to accurately capture the behavior of the lattice structure
while significantly reducing the computational cost.

Another commonly used method for reducing computa-
tional complexity is simplifying the imperfect geometric
features of the strut, such as surface roughness and strut
thickness deviation. Cao et al. [20] proposed FE models with
simplified geometry features that use probability distribution
functions of deviation of strut porosity, strut waviness, and
strut radius. The results showed that the statistical model
better agrees with the experiment than the ideal model
(without defects). Similarly, Lozanovski et al. [21] developed
FE models of lattice structures using representative strut FE
models that incorporate AM inherent defects. They observed
a significantly increased correlation between the representa-
tive FE model and the experiment compared to the ideal
geometry model. Ghosh et al. [22] presented a tensile loading
simulation on microstrut models with sharp notch-like fea-
tures to demonstrate the effect of surface roughness on
mechanical performance. Their findings revealed that the
yield strength and ultimate tensile strength (UTS) of the
microstrut under tensile loading increase with the size of the
notch feature. This is attributed to the notch-strengthening
effect caused by the presence of surface notches [23].

Despite numerous approaches to incorporate manufactur-
ing defects into numerical models, the simultaneous integra-
tion of geometrical inaccuracies, internal porosity, and
surface roughness remains an unexplored area in the existing
literature. In response, this study proposes a novel numerical
approach for lattice compression tests that addresses this gap
by utilizing inputs from CT scans of coupon samples to incor-
porate manufacturing defects. Instead of importing the entire
CT scan to the FE model, the analysis focuses on quantifying
the level of manufacturing defects. Subsequently, using infor-
mation gathered from the CT scan, the corresponding level
of defects is incorporated into the FE models. This approach
effectively reduces computational requirements compared to
direct entire CT scan importingmethods, making it a practical
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and efficient solution. The present work also conducted work
on parametric investigations of different defect types individu-
ally, to investigate their relative influence on properties. This
level of analysis would not be achievable with compression
tests on real printed samples due to the cost and difficulty in
inducing specific defect types individually. The proposed
model can serve as a RVE that incorporates manufacturing
defects in lattice structures. This feature is beneficial for indus-
try users as they can utilize this RVE to develop numerical
models that accurately homogenize lattice structures by
replacing them with solid-infilled features in simulations for
larger end-use parts containing lattice regions. This substitu-
tion substantially reduces the computational expense associ-
ated with modeling complex lattice structures in such
situations. By employing the lattice RVE, users can efficiently
study the mechanical behavior of lattice structures with
manufacturing defects and gain valuable insights for optimiz-
ing their design and performance.

2. Numerical Model Input Data Collection

2.1. Manufacturing and CT Scans. Lattice coupon samples
were manufactured to obtain CT scan data for designing
manufacturing defect-incorporated FE models. Diamond
lattice structures, composed of 10 unit cells along each axis
with a density of 20%, were produced using Ti6Al4V pow-
ders. The EOS M290 system was utilized, employing the
default process parameters for this material, which included
a laser power of 280W, a layer thickness of 30μm, a scan-
ning speed of 1200mm/s, and a zigzag formation scanning
strategy with a 67-degree rotation.

The lattice coupon samples were manufactured on a
Ti6Al4V base plate with dimensions of 250 × 250 × 25 mm,
utilizing an argon flowing chamber during fabrication. Fol-
lowing manufacturing, the lattice structures underwent a
standard stress-relief heat treatment at 650 degrees Celsius
for 3 hours. The samples were then removed from the plat-
form through cutting.

To intentionally induce the manufacturing defects in the
lattice structure to make it a flawed condition, the process
parameter layer thickness and laser power were varied. Each
lattice structure was labeled based on its corresponding pro-
cess parameter settings, with “P” and “T” representing laser
power and layer thickness, respectively. The specific values
for each parameter are indicated by subsequent numbers.
For instance, P280-T30 refers to a lattice structure produced
with a laser power of 280W and a layer thickness of 30μm.
The process parameters, laser power, and layer thickness
were varied from the reference sample, P280-T30, which
was produced using the recommended settings for Ti64
ELI for the EOSM290 machine. The layer thickness was
adjusted to 60μm (sample P280-T60) and 90μm (sample
P280-T90), keeping laser power constant to 280W, while
the laser power was varied to 210W (sample P210-T30)
and 360W (sample P360-T30), keeping layer thickness con-
stant to 30μm.

The lattice coupons underwent micro-CT scanning
using the General Electric Phoenix VTomeX L240 system
[24]. The scanning process involved capturing 3000 images

with the assistance of a beam filter. The setup parameters
included a voxel size of 25μm (CT scan resolution), a volt-
age of 130 kV, and a current of 100μA. The CT scan analysis
was performed in Dragonfly software, developed by Object
Research Systems, to assess manufacturing defects such as
geometric inaccuracies, internal porosity, and surface rough-
ness. Internal porosity is defined as the proportion of the
volume occupied by internal voids to the total material vol-
ume. Surface roughness, on the other hand, characterizes the
irregularities on the surface of lattice structure struts and was
assessed using Ra values. Geometric inaccuracies were ana-
lyzed using three parameters: cylindrical diameter, strut
thickness, and node thickness. These terms were defined in
our paper currently under review [25]. Strut thickness spe-
cifically refers to the thickness of the individual struts,
excluding the nodes where they intersect. Node thickness,
conversely, represents the thickness of the regions where
the struts are interconnected. The cylindrical diameter rep-
resents the size of a cylinder that fully encompasses both
the struts and nodes of the lattice structure. It serves as an
average measure of the combined thickness of the struts
and nodes. The CT scan analysis yielded quantitative data
on geometric inaccuracies, internal porosity, and surface
roughness, as summarized in Table 1. These data were uti-
lized as inputs for the FE models. However, it is essential
to acknowledge that obtaining the internal porosity of sam-
ple P280-T90 was not possible due to poor-quality CT scans
resulting from lower resolution for porosity quantification.
Unlike the other samples, this particular CT scan contains
sections with grey pixels that were not accurately captured.
This issue can be rectified by adjusting the CT scan param-
eters, including current, voltage, and resolution, for future
studies, ensuring more accurate and comprehensive data
collection.

2.2. Tensile Mechanical Properties of the Bulk Material. The
tensile mechanical properties of the bulk material, manufac-
tured using the same process parameters as the lattice cou-
pons, were obtained from an independent study and are
presented in Table 2. A quasistatic tensile test was carried
out, with each sample being replicated three times for repeat-
ability. Furthermore, the authors are currently in the process
of preparing data from another study that they conducted,
utilizing the same builds and large-scale test specimens, for
publication. To define the material properties of the FE
models, the obtained mechanical properties, such as stiffness,
yield stress, and plastic strain, were incorporated into the
models based on the bulk material data. This ensures that
the FE model accurately represents the mechanical behavior
of the lattice structure, taking into account the material char-
acteristics obtained from the bulk material testing. It is worth
noting that the FE model is not entirely dependent on this
specific data for mechanical properties, as these properties
are typical values available in the literature [26, 27].

2.3. Quasistatic Compression Test. The lattice coupons
underwent quasistatic compression tests at a 1mm/min
loading speed following the ISO 13314:2011 standard [28]
using an Instron 5982 machine. Each sample underwent
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three repetitions of the quasistatic compression tests for
repeatability. Stiffness, yield stress, and peak stress were
considered the indicators of the build quality of the lattice
coupons in this study, leading to a focused analysis primarily
on these properties over other mechanical characteristics.
Therefore, the investigation primarily considered the elastic
and plastic behavior of the lattice coupons up to the point
of diagonal shear failure, which is characterized by a sudden
drop in stress. The effective stress-strain plots (Figure 1)
were generated by calculating the effective stress as the ratio
of the applied force to the cross-sectional area of the lattice
bounding cube and the effective strain as the displacement
of the crosshead divided by the original length of the lattice
bounding cube [25]. The effective stress-strain plots played a
crucial role in determining and summarizing the mechanical
properties, as presented in Table 3. The experiment error
reported in Table 3 represents the repeatability error observed
during the experiments. It was quantified as the maximum
value for the ratio of the standard deviation to the mean value
of the mechanical properties [25]. These error values offer
valuable insights into the consistency and reliability of the
compression tests, providing an indication of an acceptable
range of error in the experimental results. The numerical
error, on the other hand, represents the deviation between
the predicted mechanical property values and the experimen-
tal values, offering an assessment of the FE model’s inaccu-
racy. The experimental results will be further compared with
the numerical results formodel validation, which will be com-
prehensively discussed in Section 4 of this paper. Addition-
ally, the mechanical properties of the as-designed numerical
model are provided for comparison with both the experimen-
tal results and the numerical results of the as-built lattices.

3. Method

3.1. Modeling and Assumptions. The FE models were devel-
oped using the nonlinear FEM software MSC Marc. The
CAD models of the quarter section of the diamond lattice
coupons were designed using Autodesk Fusion 360 and then
exported to MSC Marc, as shown in Figure 2. A solid mesh

was chosen to incorporate the manufacturing defects in the
model by adopting a simplified geometry technique, which
is not achievable using beam or shell elements. A quadratic
10-node tetrahedron with a mesh size of 0.1mm was
selected to mesh the model. To conduct the virtual compres-
sion test on the model, a fixed displacement was applied to
the top surface of the lattice structure up to a strain of
0.045 under quasistatic loading conditions. In contrast, the
bottom surface of the lattice model was constrained in the
loading direction (y-axis), and the symmetric boundary con-
dition was applied to the x and z directions. The bulk tensile
properties summarized in Table 2 are used to define the
material properties of the model. The stiffness and yield
strength were directly input into the model. To define the
plasticity, the engineering plastic stress and strain from the
tensile tests were converted to true plastic stress and strain
using the following equations: σtrue = σengineering ∗ 1 +
εengineering and εtrue = ln 1 + εengineering .

It should be noted that these equations are only valid up
to the UTS. Any stress and strain data beyond the UTS was
truncated, as the equations cannot accurately represent the
material behavior at this point. Certain assumptions con-
strain the accuracy of the model development process. For
instance, Poisson’s ratio of the material model was assumed
to be 0.34, based on the technical sheet of Ti64ELI [29]. This
choice was made to streamline the material characterization
process of the bulk material and reduce costs and time.
Additionally, a mesh size of 0.1mm was utilized due to com-
putational constraints of memory deficiency and calculation
time, resulting in an approximate 7% loss in accuracy, com-
pared to a convergence mesh of 0.02mm. To manage com-
putational cost, geometry simplification techniques were
implemented. The lattice structure was assumed to be regu-
lar and homogeneous. Furthermore, the model focused on
investigating the elastic-plastic regions before diagonal shear
failure, which is characterized by a sudden drop in stress,
specifically around a strain of 0.04-0.05. This range was con-
sidered sufficient for obtaining key mechanical properties,
such as stiffness, yield stress, and initial peak stress, which
were deemed important indicators of the build quality of

Table 1: CT scan measurements of 10 × 10 × 10 lattice structures including cylindrical diameters, strut thickness, node thickness, internal
porosity, and Ra [25].

Parameter As-designed P280-T30 P280-T60 P280-T90 P210-T30 P360-T30

Cylindrical diameter (μm) 420 396 403 381 348 447

Strut thickness (μm) 420 363 357 344 326 386

Node thickness (μm) 420 447 463 431 399 504

Internal porosity (%) 0 2.17 0.27 — 10.8 0.25

Ra (μm) 0 17 22 21 21 25

Table 2: Mechanical properties of bulk metal obtained from the quasistatic tensile test, including yield stress, stiffness, and UTS [25].

Tensile P280-T30 Tensile P280-T60 Tensile P280-T90 Tensile P210-T30 Tensile P360-T30

Yield stress (MPa) 1064 1047 1075 1076 1074

Stiffness (GPa) 113 113 112 113 133

UTS (MPa) 1119 1106 1121 1120 1122
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the lattice coupons in this study. As a result, the analysis
primarily concentrated on these properties over other
mechanical characteristics. All FE models in this study were
simulated using high-performance computing clusters
(HPCs). The simulations were performed using 16 cores
and 16 threads with 360GB RAM. For computational power
and time management, simulations running for more than
72 hours (3 days) are deemed impractical. The proposed
models in this study serve as practical solutions, as they
require a running time of less than 72 hours. This ensures
efficient and manageable simulations for studying the
mechanical behavior of lattice structures with manufactur-
ing defects.

3.2. Geometric Inaccuracy Models

3.2.1. Cylindrical Diameter Model. The cylindrical diameter
of the printed lattice coupons, shown in Table 1, deviated
from the 420μm dimension of the as-designed model due
to the sensitive nature of the lattice structure to process
parameter variation. This discrepancy in dimension intro-
duced geometric inaccuracies between the as-designed
model and the actual printed samples, resulting in higher
errors in predicting the mechanical properties using FE
models. To address this limitation, a cylindrical diameter
model was developed. This model maintained the same
geometry as the as-designed model but incorporated differ-
ent dimensions for the cylindrical diameter to match the
values obtained from CT scan analysis.

3.2.2. Strut-Node Model. The printed lattice coupons
displayed irregular strut geometry with uneven profiles,
reflecting inherent manufacturing defects and geometric
inaccuracies, unlike the idealized geometry of the numerical
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Figure 1: Stress-strain plots of lattice coupons exhibiting distinct regions, including the elastic and plastic regions, prior to shear failure [25].

Table 3: Mechanical properties of lattices for experimental (Exp)
and numerical (Num) results and as-design model for numerical
results only as an as-designed model cannot be investigated
through experimental methods [25].

Stiffness
(GPa)

Yield stress
(MPa)

Peak stress
(MPa)

Error (%)

Exp Num Exp Num Exp Num Exp Num

P280-T30 1.6 1.8 39 35 45 46 5 12

P280-T60 1.8 2.0 43 39 52 52 4 10

P280-T90 1.4 1.6 37 32 43 43 4 13

P210-T30 0.7 0.9 20 19 24 25 5 31

P360-T30 2.6 3.0 59 53 70 69 8 17

As-designed — 2.4 — 44 — 57 — —

xz

y

Figure 2: Isometric view of the quarter section of the as-designed
lattice model with triangular prism shape.
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model. As depicted in Figure 3(a), there was a noticeable
difference in thickness between the node and strut regions,
despite obtaining the cylindrical diameter from the esti-
mated mean of these regions. To better capture this dis-
crepancy, the geometry of the strut in the idealized model
was enhanced by modifying it to a lofted cylindrical shape,
leading to the creation of the strut-node geometry
(Figure 3(b)). This modification involved adjusting the
outer edge diameter and middle strut diameter of a single
strut as shown in Figure 3(c), based on the node thickness
and strut thickness values obtained from Table 1. Subse-
quently, a unit cell base was constructed using the modified
strut dimensions, resulting in the improved strut-node
geometry as depicted in Figure 3(d). It is worth noting that
the selected node thickness, representing the outer diameter
of a single strut, was found to be slightly smaller by 20-
30μm compared to the thickness of the connection points
of the struts (Figure 3(b)), which are typically considered
as nodes. This variation is attributed to the overlap in strut
geometry, leading to the formation of a broader connection
region. However, our results, which will be presented in
Section 4, demonstrate a good match with experimental
results, indicating that this deviation in dimension appears
to be acceptable.

3.3. Internal Porosity Model. The impact of internal porosity
within the struts of lattice coupons was studied by using the
RVE technique with Digimat 2021.3 software to homogenize

the input material properties of lattice structures. An RVE
with dimensions of 0 4 × 0 4 × 0 4mm was chosen to be
close to the greatest strut thickness of 0.386mm to ensure
that the selected pore size in RVEs matches the actual size
of pores in the printed sample, as well as maintains a suitable
ratio of pore size to strut thickness. The elastoplastic mate-
rial model was developed based on the results of the bulk
tensile test, and internal pores were generated by selecting
a generic synthetic microstructure with a void phase (closed
pores with a size of 60μm), as shown in Figure 4. The vol-
ume fraction and size of the void were customized in the
software to align with the findings from CT scans. For sam-
ples with high internal porosity, careful control over the vol-
ume fraction and pore size is essential, as discussed further
in Section 4. The RVE models were subjected to both uniax-
ial tensile loading and shear loading to determine the
reduced mechanical properties, considering periodic bound-
ary conditions. This evaluation encompassed stiffness, yield
stress, and plasticity, taking into account the influence of
internal porosity. The obtained mechanical properties were
subsequently utilized as input data for the compressive
model of the lattice structure.

3.4. Surface Morphology Model. In this study, the impact of
rough surface morphology, particularly the presence of extra
material attached to the struts, on the lattice structure was
also investigated. During CT scan analysis, the inscribed
circle method was employed to quantify the cylindrical

0.5 mm

Connection point thickness

Node thickness

Strut thickness

Node thickness

Strut thickness

(a) (b)

(c) (d)

Figure 3: CT scan cross-section image demonstrating a significant difference in thickness values between strut and node regions (a), a
diagram of strut-node geometry design (b), node-strut geometry of a single strut with its dimension parameters (c), and node-strut
geometry of a unit cell with its dimension parameters (d).
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diameter, strut thickness, and node thickness, disregarding
any extra materials outside of the inscribed circle as depicted
in Figure 5(a). However, to account for the influence of these
excluded materials and consider surface roughness, a
method proposed by Ghosh et al. [22] was implemented.
This approach improved the accuracy of representing the
surface morphology of the lattice structure. This method uti-
lizes sharp notch-shaped geometric features to represent the
surface morphology of the microstrut. Incorporating these
features directly into the lattice models was a challenging
task in terms of meshing and computational time. To over-
come this, the notch-shaped feature was introduced to the
single strut rather than the whole lattice structure, as shown
in Figure 5(b). The single strut with the notch-shaped
feature was subjected to a uniaxial tensile load, and the
mechanical properties obtained from this test were used as
the material property input of the lattice compressive model.
The dimensions of the notch features (Figure 5(c)) were
selected to be the same as those used in the work of Ghosh
et al. [22]: 0.04μm for thickness (t), 50° for top angle (α),
and 65° for bottom angle (β), while the feature-length (r)
was selected as a variable parameter to achieve distinct sur-
face roughness levels. To determine the feature-length, Ra
values obtained from the CT scan using the numerical code
StrutSurf developed by Oosterbeek and Jeffers [30] were
aligned. Although Ra values were considered in this study
as they represent the average deviations from the mean pro-
file, it is worth noting that Ra is only one definition of
roughness, and other definitions also exist, such as Rq and
Rz . Exploring and investigating other roughness parameters

for surface representation could be beneficial for future
research. Determining the most appropriate parameter for
surface roughness representation will be a subject of future
investigation.

3.5. Final Model. The development of the final model that
incorporates all manufacturing defects, i.e., geometry inac-
curacies, internal porosity, and surface roughness, involved
two main aspects: geometry modeling and input material
property definition. In terms of geometry modeling, the ini-
tial step was to create an idealized geometry model based on
the STL (design) files used for printing. The mean cylindrical
diameter of the idealized geometry was then adjusted to
match the mean cylindrical value obtained from CT scan
analysis (Table 1). To incorporate more accurate CT data,
the model was further modified to a strut-node geometry,
where the thickness values were obtained from the node
regions, and the strut thicknesses were obtained from the
CT scan analysis.

For the input material properties defining process, the
mechanical properties of the bulk tensile specimen obtained
from experimental results were used as input for the
porosity-incorporated RVE model. The volume fraction
and the size of the void were determined based on the inter-
nal porosity value and the average pore diameter obtained
from CT scan analysis. The mechanical properties obtained
from the RVE were subsequently used as input for the tensile
simulation of the microstrut with surface roughness features.
In the surface morphology model, the feature-length was
selected to align with the Ra values from the CT scans.

(a)

1181.1
Equivalent von mises stress

1033.83

886.546

739.266

591.987

444.707

297.428

150.148

2.86861

(b)

Figure 4: RVE with the ideally spherical voids generated using Digimat (a) and cross-section of the simulated RVE model showing
equivalent von Mises Stress (b).
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Finally, the mechanical properties obtained from the tensile
simulation of the microstrut with surface roughness features
were used as the material input for the final model with
strut-node lofted geometry. It is important to highlight that
the final model is not restricted to encompassing all defects;
rather, it can also accommodate isolated single manufactur-
ing defects or combinations of two defects. This can be
achieved by bypassing specific stages of manufacturing
defect design. For example, to incorporate geometrical inac-
curacies and internal porosity without considering surface
roughness, the surface roughness stage can be omitted.

4. Model Validation

A good agreement between the experimental result and FE
numerical result was found for lattice structures as shown
in Figure 6. Table 3 compares the mechanical properties
obtained from numerical simulation and experiment, along
with the maximum numerical error. The maximum numer-
ical error reflects the largest deviation of the numerical
results from the experimental result among the mechanical
properties. The results show that the final numerical FE

model can predict the mechanical properties with a maxi-
mum error of 47% observed in P210-T30 for stiffness, 13%
observed in P280-T90 for yield stress, and 7% observed in
P210-T30 for peak stress. The errors observed in the numer-
ical results can be attributed to two main factors: the selection
of the mesh size and the experimental reproducibility error.
The mesh size introduced an accuracy error of approximately
7%, compromising the precision of the numerical simula-
tions. Additionally, the experimental reproducibility error,
as indicated in Table 3, contributed to the overall discrepancy
between the numerical and experimental results. For the four
models except P210-T30, the numerical error was found to
be less than 17%. The level of error is lower than the 22%
error reported in the literature [31]. This numerical error
can be partially attributed to a combination of factors,
including the cell accuracy error and the experimental repro-
ducibility error. The maximum numerical error observed is
only slightly higher than the sum of these two errors, with a
difference of approximately 2%. The numerical error of
47% for sample P210-T30 was greater than the sum of those
two errors, 12%. Sample P210-T30 exhibited an exceptionally
high internal porosity of 11% compared to the other samples.

Extra rough surface material

Inscribed circle

200 �m

(a) (b)

Feature length (r)

Top angle (�)

Bottom angle (�)

Tickness (T)

(c)

Figure 5: A cross-sectional view of a strut with the inscribed circle (a), a single strut with surface roughness features (b), and a diagram of
the notch-featured strut with dimensions (c).
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Figure 6: Continued.
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Therefore, special attention was given to developing the RVE
for this sample. CT scan analysis shown in Figure 7(a)
revealed that sample P210-T30 contained numerous open
pores and interconnected closed pores compared to the other
samples. To account for this difference, the RVE model for
sample P210-T30 incorporated open pores with a pore size
of 133μm (Figure 7(b)), which is significantly greater than
the pore size used for the other samples (60μm), as obtained
from the CT scan analysis. The impact of open pores and
increased pore size on the mechanical performance of lattice
structures was found to be significant. By incorporating these

factors into the numerical simulation, a closer agreement
between the simulation and experimental results was
achieved, reducing the numerical error from 47% to 32%.
Although the FE model still overestimated the stiffness by
32%, the absolute deviation was only 0.2GPa, which is rela-
tively small. Additionally, the numerical error for yield stress
and peak stress was found to be less than 7%. To improve the
accuracy of predicting the mechanical properties of lattice
structures with high porosity, it is crucial to gain a deeper
understanding of the types and sizes of pores through future
research.
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Figure 6: Stress-strain plots of final models for P280-T30 (a), P280-T60 (b), P280-T90 (c), P210-T30 (d), and P360-T30 (e) compared with
the as-designed model and experimental results with upper and lower bounds showing the one standard deviation from the mean.
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Figure 7: CT scan image of P210-T30 with interconnected pores and open pores (a) and simulation result of RVE with open pores for P210-
T30 (b).
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5. Discussion

5.1. Comparison between As-Designed Model and
Manufacturing Defect Models. In this section, the effective-
ness of each manufacturing defect model will be discussed,
following the model development process from the as-
designed model to the final model, using stress-strain plots
as shown in Figure 8 (models 1-5). For this analysis, we
selected sample P280-T30, which exhibits an intermediate
severity of manufacturing defects. The as-designed model
(model 1) had a cylindrical diameter of 420μm, leading to
an overestimation of the experimental results. To enhance
accuracy, the cylindrical diameter model (model 2) was
developed with a diameter of 400μm, closely matching the
sample P280-T30 (diameter 396μm). This improvement
resulted in a better match with experimental data, reducing
the numerical error in mechanical properties from 49% to
23%. Continuing, the strut-node geometry model (model
3) closely aligned with the experimental results, falling
within the upper and lower boundaries. It achieved a further
reduction in error to 12% compared to the cylindrical diam-
eter model. The internal porosity model (model 4) was also
examined, incorporating both strut-node geometry and
porosity. It showed a better match in stiffness with experi-
mental results, reducing the error in stiffness from 10% to
4% compared to the strut-node model. However, it slightly
underestimated the plastic stress after the yield point,
increasing the error in yield stress from 12% to 18%, and
peak stress from 1% to 6%. Additionally, the final roughness
model (model 5) was developed, integrating strut-node
geometry, porosity, and surface roughness. This final model
demonstrated a good match with experimental results,
although the plastic stress was higher than that of the poros-
ity model. The numerical error was reduced in the final
model from 18% to 12%. The higher mechanical perfor-
mance of the final model (model 5), in contrast to the inter-
nal porosity model (model 4), can be attributed to the notch-
strengthening effect [23]. This effect arises from the model-
ing approach employed for surface roughness [22]. Further
elaboration on this topic will be provided in Section 5.2.

Overall, the proposed models effectively incorporated
manufacturing defects using CT scans and simplified geom-
etry, resulting in improved matches with experimental
results compared to the as-designed model, as presented in
Figure 6. Moreover, the adoption of the final model signifi-
cantly reduced the numerical errors. The numerical errors
of the final models, ranging from 10% to 31%, were notice-
ably less than those of the as-designed model, which ranged
from 25% to 247%. By utilizing the final model, the numer-
ical error in stiffness can be reduced up to 216%, yield stress
up to 124%, and peak stress up to 134%.

5.2. Impact of Manufacturing Defect Parameters. The influ-
ence of manufacturing defects on the mechanical perfor-
mance of lattice structures was examined through a
parametric study involving variations in the cylindrical
diameter, internal porosity, and surface roughness. To facil-
itate these investigations, a cylindrical diameter model with
dimensions of 420μm, which corresponds to the geometry

of the as-designed lattice models with idealized geometry,
was utilized. This model served as the basis for conducting
the parametric analyses and assessing the impact of the dif-
ferent parameters on the mechanical properties of the lattice
structures.

The Gibson-Ashby model [32] suggested that the relative
mechanical properties are influenced by the volume fraction,
which is dependent on the cylindrical diameter. In this
regard, a parametric study was conducted on the cylindrical
diameter to explore its effect on the mechanical perfor-
mance. The cylindrical diameter of the idealized geometry
lattice model was systematically varied between 300μm
and 500μm, with an increment of 20μm. The results, shown
in Figure 9(a), were utilized to examine the correlations
between the relative mechanical properties and the volume
fraction using the Gibson-Ashby model equation X/X s =
C ρ/ρ s ^n. The findings were consistent with the Gibson-
Ashby model, as indicated by high R2 values of 1, 0.9986,
and 0.9994 for relative stiffness, yield strength, and peak
strength, respectively. These results suggest a positive power
correlation between the cylindrical diameter and mechanical
properties.

To quantify the detrimental effect of internal porosity on
mechanical properties, the porosity varied from 0.2 to 15%.
This range was chosen to cover a minimum number of pores
(1) for a void fraction of 0.2% while ensuring that porosity
exceeding 15% was avoided, as they are impractical in terms
of manufacturability. The parametric study on internal
porosity demonstrated a clear correlation between the per-
centage of internal porosity and the mechanical performance
of both the RVE and the lattice structure. As shown in
Figure 9(b), the mechanical properties showed a linear
decrease with increasing internal porosity. The presence of
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Figure 8: The stress-strain plots of different numerical models
show the reduction in numerical error with the model developing
process (1-5).
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internal pores reduced the amount of material present in the
given volume of RVE by providing a vacant space and acting
as stress raisers as shown in Figure 4(b), negatively affecting
the mechanical properties of RVE and thereby lattice
structures.

The parametric study on surface roughness involved
varying the feature-length from 0 to 0.1μm with increments
of 0.02μm, including 0.01μm. This range was selected to
encompass the minimum and maximum achievable sizes
for the feature geometry, ensuring that any feature-length
outside of this range would significantly alter the intended
design. The corresponding Ra values for these feature-
lengths are 0, 19, 26, 32, 37, 46, 51, and 54μm. The results
of the tensile simulation were consistent with those reported
by Ghosh et al. [22]. The mechanical performance of the

microstrut increased as the feature-length (r) increased, pri-
marily due to the notch-strengthening effect caused by the
presence of surface notches [23]. Compared to the model
without surface roughness (r = 0μm), the model with a
feature-length of 0.01μm (Ra of 19μm) exhibited approxi-
mately 26% higher plastic stress and 11% higher stiffness.
This indicated that the presence of the surface roughness
feature had a more significant impact on increasing the plas-
tic stress of the microstrut compared to its effect on stiffness.
Similar trends were observed in other lattice models with
increasing feature-lengths. Furthermore, the yield stress
and peak stress of the lattice model showed a linear increase
at a gentle pace with increasing feature-length as depicted in
Figure 9(c), while the increase in stiffness was relatively
weaker. This observation suggested that the additional
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Figure 9: The trends of mechanical properties (stiffness, yield stress, and peak stress) with variations in cylindrical diameter (a), internal
porosity (b), and Ra (c).
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material on the surface of the strut, acting as surface rough-
ness, did not significantly affect the stiffness but played a
more prominent role in increasing the plastic stress of the
microstrut.

The study examined the impact of manufacturing defects
and found varying degrees of sensitivity in mechanical per-
formance. The sensitivities of mechanical performance to
manufacturing defect parameters were compared intuitively
by referring to plots (Figure 9). The mechanical properties of
the lattice model increased with increasing cylindrical diam-
eter, following a power function, while linear trends in
mechanical properties were observed for increasing internal
porosity and Ra. Internal porosity exhibited a negative linear
trend with a steeper slope compared to Ra values, which had
a positive linear trend with a gentle slope. The parameter
sensitivity study demonstrated that the mechanical perfor-
mance of the FE model was highly sensitive to the cylindrical
diameter, followed by the internal porosity, whereas the
impact of Ra was relatively weak compared to the other
two parameters. This finding highlights the importance of
controlling the cylindrical diameter and internal porosity
through process parameter optimization to enhance the
mechanical performance of the lattice structure as well as
build quality.

5.3. Manufacturing Defect-Incorporated RVE for Replacing
Lattice Parts. In this section, a practical application of our
proposed final model will be suggested. The user can utilize
the final model as RVE for homogenization, as a final model
with a normalized size of 10 is sufficient to represent the
homogenized lattice structure according to the literature
[33]. The stress-strain plots and mechanical properties

obtained from the final model can be used as material input
for numerical simulations of parts containing lattice struc-
tures, with the lattice structure being replaced by a solid-
infilled model.

To validate this approach, an example is shown in which
the lattice structure in Figure 2 is replaced by a solid-infilled
prism, as depicted in Figure 10(a). The final lattice model is
used as an RVE, and the stress-strain plots from the final
model of sample P280-T30 (Figure 6(a)) are employed as
material input for the solid prism. The simulation is con-
ducted under the same conditions as the lattice model. The
results presented in Figure 10(b) demonstrate a good agree-
ment between the numerical results and lattice RVE models
with the solid prism. Unlike the experimental and numerical
results, the lattice RVE model shows a clear yield point,
which is the transition point from the elastic to the plastic
region. The mechanical properties of the final numerical
model and the lattice RVE model were found to be almost
identical, with an error of less than 1%. However, the yield
strain in the final numerical model was found to be 0.0027
smaller. This discrepancy is due to the use of the 0.002 offset
method on the final numerical model to find the yield stress,
which is not clearly observed from the stress-strain plot. In
contrast, the offset method was not used in the lattice RVE
model, as it has a clear yield point.

This approach not only simplifies the numerical simula-
tion of parts containing lattice structures, leading to a reduc-
tion in computational cost and time, but also provides the
user with the flexibility to perform parametric studies on
manufacturing defects using RVE. This enables a deeper
understanding of how these defects impact the performance
of the application. Moreover, our model allows the user to
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Figure 10: The isometric view of the solid-infilled model which replaces the lattice structure through lattice RVE modeling (a) and stress-
strain plots of the lattice RVE model compared with experimental and numerical results (b).
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easily tailor and control the level of geometrical inaccuracies,
internal porosity, and surface roughness. This level of con-
trol is invaluable for optimizing the mechanical properties
of lattice structures to meet specific engineering require-
ments. By utilizing our proposed model, engineers and
researchers can confidently explore the effects of various
manufacturing defects on the lattice structures and fine-
tune their designs to achieve the desired mechanical perfor-
mance. This enables more efficient and accurate develop-
ment of lattice structures for a wide range of applications,
ultimately leading to enhanced performance and reliability
in real-world scenarios.

6. Conclusion

This study introduces a novel numerical approach to predict
the elastic-plastic behavior of lattice structures fabricated
using L-PBF with diamond unit cells. The proposed model
incorporates various manufacturing defects, including geo-
metric inaccuracies, internal porosity, and surface rough-
ness, utilizing CT scan data to accurately characterize the
lattice structures. By adjusting input material properties
and geometry, the final numerical FE model demonstrates
the capability to predict the mechanical properties of the lat-
tice structures with good accuracy. The maximum errors
observed for stiffness, yield stress, and peak stress are 17%,
13%, and 7%, respectively, except for sample P210-T30,
which exhibited notably high internal porosity. The param-
eter sensitivity study demonstrated that the mechanical per-
formance of the FE model was highly sensitive to the
cylindrical diameter, followed by the internal porosity,
whereas the impact of Ra was relatively weak compared to
the other two parameters.

The proposed model offers an efficient and valuable
approach for conducting complex numerical simulations of
lattice structures with manufacturing defects, for the first
time incorporating geometrical error, porosity, and surface
roughness in one model. It represents a promising tool for
developing RVEs that incorporate manufacturing defects.
By replacing intricate lattice structures with solid-infilled
features in simulations, significant reductions in computa-
tional cost and time can be achieved, making it a practical
and accessible solution for industry users. This numerical
approach opens up new possibilities for studying the impact
of manufacturing defects on lattice structures, allowing engi-
neers and researchers to optimize the mechanical properties
of lattice designs for specific applications. With the ability to
accurately simulate and understand the behavior of lattice
structures with defects, the proposed model can lead to
improved and more reliable lattice-based components in
various engineering fields.

While the current numerical model is straightforward to
implement, yields dependable results, and is easily interro-
gated, it has limitations. In its current state, the model lacks
the capability to explore correlations between different
defect types, as it assesses the mechanical impact of each
defect type individually at a specific scale. Additionally, it
does not consider the stochastic nature of defects, such as

variations in size and position within the specimen. These
aspects could be addressed in potential future developments.
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