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In conventional sports training, coaches record and observe athletes’ sports data and judge whether it is reasonable based on their
own experience. *is qualitative analysis method is highly subjective, has large errors, and is susceptible to interference. To solve
the above problems, the design of the sports training system under the wireless sensor network and the research of movement
monitoring and recognition become very important. *is article aims to study the design of sports training system and the
monitoring and recognition of actions under the wireless sensor network technology. *is paper simulates the implementation of
the proposed data collection protocol and the two basic protocols, the direct transfer algorithm and the flooding algorithm, and
compares the protocol proposed in this paper with the other two algorithms in terms of average information transmission success
rate and average network overhead. Among them, the average information transmission success rate represents the ratio of the
number of messages successfully arriving at the base station to the total amount of information generated by all nodes, and the
average network overhead represents the average number of messages sent by each node. Experimental results show that the data
collection protocol proposed in this paper can dynamically provide different transmission qualities for information of different
importance levels, effectively reducing network overhead, and the reduced overhead is 11% of the original.

1. Introduction

1.1. Background. With the progress of society, the pace of
work is getting faster and faster. *e sedentary work style has
caused many people to have physical and mental illnesses,
which greatly affects the people’s quality of life. Action rec-
ognition is to infer the human body’s movement state by
recording certain movement characteristics of the human
body, and then estimate the human body’s daily energy
consumption, provide suggestions for people’s exercise
according to the energy consumption, and even guide people
to make fitness plans. *rough the collaboration between
nodes,WSNperceives, collects, and processes the information
of the detection object or environment in the monitoring area
in real time and delivers the processed information to the end
user. WSN has a wide range of applications. It not only has
important value in environmental science and military affairs
but also has broad application prospects in commercial fields
such as daily medical care and smart home.

1.2. Significance. *is paper is based on wireless sensor
network technology, researches on the design of sports
training system and motion monitoring and recognition,
proposes an overall design scheme of human motion de-
tection system, and designs the detection terminal of wireless
sensor network, which can form a network, collect, and
integrate. *e data are transmitted, and finally through the
host computer, the real-time changes of temperature, heart
rate, and exercise energy consumption generated by the
human body can be monitored and stored. *rough system
analysis, it can provide healthy, scientific, and effective
suggestions for athletes’ sunshine exercise. Introducing in-
formation technology into the work of formulating scientific
training plans can not only reduce a lot of time spent on
coaching statistics and improve work efficiency but also
quickly grasp and analyze athletes’ training status and
complete systematic and detailed experience summaries in
time. Input the quantitative parameters of athletes’ technical
movements into the database and compare with the data of
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the expert database to find out the deficiencies of sports skills
and provide the basis for the coaches to formulate training
plans.

1.3. RelatedWork. Movement state recognition not only has
important application value in the prevention of chronic
diseases but also research on movement state recognition is
of great significance for improving human health and im-
proving people’s quality of life. Zhao pointed out that the
current sports sprint training not only pays attention to
speed, strength, and technique but also emphasizes the
coordination of lower limb training and upper limb
movement. *is can meet the needs of current sports sprint
training. In response to this problem, the design of the sports
sprint training monitoring system can be optimized based
on the STC89C51RC microcontroller technology. *e re-
sults show that the optimization of the design of the sports
sprint training monitoring system can help coaches find bad
sports habits in the actual sports sprint training process and
correct the wrong sprint actions of the athletes in time. *e
strength data of sports sprint training athletes obtained
through the monitoring system can improve the accuracy of
the sprint training strength data collection by 30.2%, which
shows the benefits of the system application, but the
monitoring system has not been fully applied in actual
training [1, 2]. Hong analyzed the energy-saving provided by
the collaborative broadcasting form called Large Opportu-
nity Array (OLA) and compared the experiment with the
multi-hop performance of the network. He derives an op-
timal energy distribution strategy, but the components of the
strategy are highly expensive [3]. Guo proposed an energy-
saving distributed scheduling algorithm Clu-DDAS based
on a new cluster-based aggregation tree.*is method proved
the time delay limit, but from the experimental results, the
practicability is not very high [4].

1.4. Main Content. *is paper focuses on the design of
sports training system based on wireless sensor network
and the research on movement monitoring and recogni-
tion. *is article mainly introduces the target tracking
method of wireless sensor network and discusses the
network architecture of wireless sensor network and its
application prospects in sports. *e research status of data
acquisition technology in wireless sensor networks is an-
alyzed, and the representative data acquisition algorithms
in recent years are summarized, and their advantages and
disadvantages are analyzed. Behavior monitoring and
recognition experiments show that, compared with the
existing wireless sensor network data collection protocol,
the adaptive data collection protocol has a longer network
life and can effectively ensure the success rate and reliability
of data transmission. *e experimental results show that
the data collection protocol proposed in this paper can
dynamically provide different transmission qualities for
information of different importance levels and effectively
reduce network overhead.

2. Target Tracking Method of Wireless
Sensor Network

2.1. &e Coverage of the Monitoring Area by the Network.
In order to find the target, a large number of sensor nodes
[5, 6] are randomly scattered in the area that needs to be
detected, and the sensing ranges of the nodes overlap each
other, which involves the coverage of the monitoring area.
*e following first introduces the sensor network coverage
model and some concepts involved, and then gives the
influence of the detection probability of the target in the
monitoring area on the tracking of the moving target.

2.1.1. Basic Concept of Coverage. *e coverage problem is
determined by the sensing radius of all sensor nodes,
communication radius, node energy, and their positional
relationship. *e union of the sensing conditions of each
sensor node constitutes a description of the coverage of the
entire sensing area. *e wireless sensor network coverage
model is shown in Figure 1.

In the figure, the solid point represents the sensor node,
Rs represents the sensing radius, the sensing radius refers to
the farthest distance of the target that a single sensor node
can perceive, sometimes called the detection radius, the
larger the Rs, the larger the area of the monitoring area. *e
outer boundary composed of the union of circles is the
monitoring area covered by the wireless sensor network [7].

*e size of its coverage area is covered by a single node.
*e coverage must be less than or equal to 1. If all locations
in area A are covered, the coverage is 1.

CP �
∪

i�1...N
Ai

A
. (1)

*e calculation of coverage efficiency CE is shown in
formula (2):

CE �

∪
i�1...N

Ai

i�1...NAi

. (2)

According to the definition of coverage efficiency, it is
not difficult to find that efficiency also reflects the degree of
redundancy of nodes. *e higher the coverage efficiency, the
lower the redundancy, and the opposite, the greater the node
redundancy.

Coverage efficiency is used tomeasure the utilization rate
of node coverage. On the one hand, it can reflect the cov-
erage situation, and on the other hand, it can reflect the
energy consumption of the entire network [8, 9].

Coverage dimension: coverage dimension represents the
degree of redundancy of coverage of a certain area.

KA � 
N

i�1
Ki, Ki �

1, Pa ⊆Ai,

0, Pa ∩Ai ≠Pnode.
 (3)

In the formula, KA: the coverage dimension of area, A,Ai:
the perception range of the node, and Pa: the position of the
analysis point.

2 Mobile Information Systems



In order to provide strong monitoring capabilities and
higher fault tolerance for the target tracking monitoring
area, the monitoring area is often covered by multiple
coverage, that is, a target is covered by k nodes.

2.1.2. Distribution of Covered Nodes. Coverage is directly
related to the distribution of nodes, the number of nodes , and
the amount of redundancy in the monitoring area. *e dis-
tribution of nodes will directly affect the coverage efficiency.

(1) Deterministic Distribution. In deterministic distribution
of nodes for the network coverage problem, many problems
are abstracted as static optimization problems, which brings
some convenience to solve the problem, but in practical
applications, especially in the harsh environment of large-
scale, unsupervised, it cannot be determined.

(2) Random Distribution [10, 11]. *e nodes in theo-
retical research are generally randomly distributed, and
different random distribution forms can be adopted
according to the addition of application requirements, the
upper uniform distribution, and the restriction of node
density. Compared with random distribution, the reason for
not adopting deterministic distribution lies in practical
reasons. Deterministic distribution cannot be achieved in a
large-scale, unsupervised environment.

(3) Removable Distribution. Mobile distribution is divided
into two types: all nodes can be moved and part of them can
be moved.*e former has a higher degree of freedom, which
will increase energy consumption while bringing high
coverage quality. *e latter model is a hybrid model, which
makes up for the static node coverage problem, while also
bringing flexibility to the network.

2.1.3. Analysis of Target Detection Probability. When sensor
nodes are deployed in the monitoring area, they will
spontaneously monitor target information. Due to the un-
certainty of sensor node distribution, there is no guarantee
that the target will be 100% discovered. *e target detection
probability is an estimate of the detection probability of the

monitoring area. According to the above analysis, if the
target is within the sensing radius covered by the node
[12, 13], then the target will be detected. On the contrary, the
target will not be detected if it is outside the sensing radius
covered by the node.

Taking the node distribution in Figure 1 as the research
object, the monitoring area in the figure is A, and the sensing
area of each node [11] is  R2

s . *en the detection proba-
bility P of the node to the target in the rectangular area can
be expressed as

P �
 R

2
S

A.
(4)

*e probability that the node does not detect the target is
1-P.

Assuming that the number of nodes in A obeys the
Poisson distribution, the probability of k nodes in area A is

P(k) �
e

− λ
× λk

k!
, k � 1, 2, . . . +∞. (5)

*ere are k nodes in the sensing area, and the probability
of at least one node detecting the target is

DP(k) �
e

− λ
× λk

k!
1 − (1 − P)

k
 . (6)

According to the total probability formula, when K takes
different values, the probability DP of at least one node
detecting the target can be expressed as

DP(k) � 

∞

k�1

e
− λ

× λk

k!
1 − (1 − p)

k
 . (7)

Because



∞

k�1

e
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∞

k�1

e
− λ

× λk
(1 − P)

k

k!
� e

− λP
− e

− λ
. (9)

Substituting formula (8) and (9) into formula (7), we can
get

DP � 1 − e
− λ

  e
− λP

− e
− λ

  � 1 − e
− λP

. (10)

Substituting (4) into formula (10), the expression of
target detection probability [14] is finally obtained as follows:

DP � 1 − e
− λP

� 1 − e
− d×A×  R2

s /A�1− e
− d R2

s .
 (11)

From formula (11), it can be seen that the target de-
tection probability has an exponential relationship with the
node density and the node’s perception radius.*e detection
probability will increase as the nodes are dense and the
sensing radius increases. At the same time, the analysis of
detection probability also has a guiding role in node
placement. As the nodes are dense and the sensing radius
increases, the detection accuracy and range are improved.

Rs

Sensor node

Moving target

Figure 1: Schematic diagram of network coverage model.
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*e sensing radius Rs is determined by the accuracy of
the sensor node and the amplification factor of the amplifier,
which can be regarded as a known quantity here.

2.2. Target Tracking Node Selection. *e target tracking node
[15] is dynamically selected with the moving target. After
initialization, the monitoring area nodes are all ordinary
nodes. When the moving target is in the tracking area, the
ordinary node close to the moving target becomes the target
tracking node, and it needs to track the moving target for a
period of time, and then return to the normal node state. *is
section mainly discusses how to choose the selection process.

2.2.1. Detection of Target Tracking Nodes. When selecting
target tracking nodes, cluster head nodes and common
nodes are required to cooperate. Similarly, the cluster head
node should also consider the following two situations: first,
the target tracking node should always track the movement
of the target and wake up the nodes near the prediction area
and high energy consumption.*e cluster head node should
periodically detect the energy of the tracking node and
replace the tracking node to avoid energy consumption of
the tracking node and target tracking failure. Second, when
the target tracking node suddenly fails during the working
process, such as the node is damaged, the cluster head node
should be able to deal with it in time.

First, set an energy threshold and the number of times
that the node is a target tracking node. *e node is in a
periodic sleep and wake-up mechanism. *e conditions for
the node to become a tracking node must be met: greater
than the energy threshold and the node position is within the
distance of the moving target-hop.

In order to cooperate with different positioning
methods, distance and angle factors should also be taken into
consideration. *e tracking node selection model [16] is
given as follows:

f(n, e, d, t) � − A1 × n + A2 × e + A3 × d + A4 × t. (12)

In the formula: A1, A2, A3, and A4 are, respectively, the
target tracking node, the remaining energy of the node, the
distance to the moving target, and the coefficient of the angle
between the moving target, which are determined by the
specific application.

*e specific selection process is as follows: before the
start of the node work cycle, all nodes within one hop of the
moving target check their own remaining energy, and the
nodes higher than the threshold calculate the degree of
selection through (12) and apply to the cluster head node to
become a tracking node. After receiving the application of
the node, the cluster head node compares the degree of
selection of each node and sends a message of “determine
tracking node” to the selected node, and the node that is not
selected sends a message of “cancel tracking node” and
repeat for the next work cycle.

In the working process, if the tracking node suddenly
dies, the cluster head node needs to periodically check the
data sent by the node during the working process of the

tracking node. If the tracking node does not send data or
sends wrong data several times in a row, the cluster head
node needs to replace the working node. Broadcast the
replacement message to notify other nodes. Other nodes
again calculate their own selection degree to compete for
tracking nodes.

2.2.2. Selection Process of Target Tracking Node. Based on the
above analysis, the complete process of target tracking node
selection [17] is shown in Figure 2.

2.2.3. Dynamic Time Bending. DTW is an effective method
to measure the distance between two time series data.
Suppose that there are two time series data Q and C with
lengths m and n:

Q � q1, q2, . . . , qm( ,

C � c1, c2, . . . , cn( .
(13)

When the lengths of Q and C are the same, the most
primitive way to measure distance is

D � 
n

i�1
qi − ci( 


. (14)

Solve the distance between each two sampled data points
in a one-to-one correspondence and add the distance be-
tween each pair of points to get the distance between the two
time series data. *is calculation method is very simple and
clear, and the calculation is complicated. However, when the
two time series data are shifted or distorted, this one-to-one
correspondence calculation method will make the distance
between the two originally very similar curves very large.
And when the lengths of the two data sequences are not
equal, this one-to-one correspondence calculation method
cannot be used.

*e DTW algorithm can effectively solve the above time
series data translation and distortion problems, that is, even
if two similar curves have a certain translation and distortion
[18], the DTW distance is still very small, and the DTW
algorithm is also suitable for two time series. *e length of
the data is inconsistent.

2.3. Construction and Update of Target Tracking Area.
After completing the target estimation prediction and
tracking node selection, it is necessary to construct a
tracking area near the predicted trajectory. Because the
target is mobile, the tracking area needs to be continuously
updated to achieve the tracking of the moving target. *e
update of the tracking area is usually related to the speed of
the moving target. If the target tracking area can be updated
reasonably according to the characteristics of the moving
target, the limited resources of the node can be fully
deployed and utilized, and the system performance can be
effectively improved.

Since the target is in motion, it may move to a position
outside the tracking area after a period of time. *e tracking
area needs to be continuously updated according to the
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target’s motion status. Assuming that Tfre [19] is the life cycle
of the tracking area, if it exceeds the Tfre tracking area and is
not updated, it may cause the tracking of the moving target
to be lost.

Tfre �
S

vmax
� 2

 L

vmax tan φmax.
(15)

Before the life cycle of the current tracking area ends, the
next tracking area needs to be constructed, and then the
corresponding node is notified to complete the construction.
According to the analysis, this process can be divided into
three stages, calculate the life cycle of the area (T1), deter-
mine the next tracking area range (T2), and notify the
corresponding node (T3). *e first stage takes a relatively
short time, and it can also be estimated from the previous
tracking area, and then this area is notified. *e second and
third stages need to add specific considerations, such as
moving target speed, node data transmission speed, network
topology, and other factors.

According to the above formula to complete the target
tracking area estimation, the cluster head node [20] will
determine which nodes are in the tracking area, and then
send a message to notify these nodes to enter the tracking
phase, and themessage contains the predicted location of the
target and the range of the tracking area.

3. DesignExperiment of Sports Training System

3.1. Performance Evaluation Index of Data Collection
Algorithm. Regarding the performance of wireless sensor
network data collection protocols [21], there are the fol-
lowing commonly used evaluation indicators:

3.1.1. Data Accuracy. *e data accuracy requirements of the
data collection algorithm depend on the application back-
ground of the sensor network and user needs. For example,
indoor temperature and humidity monitoring systems do
not require high data accuracy. However, battlefield target
tracking in military applications requires high data accuracy
to ensure accurate strikes [22, 23].

3.1.2. Scalability. A typical wireless sensor network contains
thousands or even more sensor nodes, the network scale is
large, and the scalability problem of the data collection
protocol is very prominent.

3.1.3. Response Time. *e characteristic of scalability is the
response time. Response time includes data transmission,
routing, and data fusion time. It is represented by the time
delay between sending sensor data from the target node and
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Figure 2: Flowchart of target tracking node selection. (a) Ordinary node workflow. (b) Common node workflow.
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receiving data messages from the base station. Different
applications have different requirements for real-time data,
and a reasonable data collection algorithm [24] is designed
according to the needs.

Robustness, that is, the robustness of the network, the
characteristic that the network can maintain its own per-
formance when its own and environmental parameters
change.

*e above-mentioned performance index is not only the
standard for evaluating the data collection algorithm of
wireless sensor network but also the goal of algorithm design
optimization. However, the above indicators are not com-
pletely compatible in practical applications and must be
balanced with each other to achieve algorithm optimization.

*e topology of the wireless sensor network is an im-
portant factor that affects the performance of the data
collection protocol. *ere is a close relationship between
data transmission capacity and energy consumption in
different network structures.*e plane routing is simple and
stable, but the routing establishment and maintenance are
expensive, and it is suitable for small- and medium-sized
networks. Hierarchical routing has good scalability, can
facilitate data fusion, and is suitable for large-scale networks.
Several representative flat and hierarchical data collection
protocols are introduced as shown in Table 1:

3.2. Data Collection Mechanism in the Exercise System.
*e design of data collection in wireless sensor networks is
closely related to specific applications, and the particularity
of the application environment is an issue that needs to be
considered. In this article, for the specific application of
sports training, the following points need to be paid at-
tention to when designing the data collection protocol.

*is article adopts the method based on wireless sensor
network to monitor the athlete’s sports parameters. Most
monitored objects are in motion, which requires sensor
nodes to be movable. Since the movement of the monitored
object will cause the dynamic change of the sensor network
topology and the discontinuity of the network connection,
the above influence must be fully considered when designing
the data collection protocol to ensure that the network has
high scalability.

Athlete parameter monitoring is a long-term work, and
sensor nodes need to be able to work effectively for a long
time. *e energy consumption of nodes should be fully
considered when designing the data collection protocol. *e
data collection algorithm should try tomeet the energy-saving
requirements.Without affecting the performance of the entire
network, the method of combining with other energy-saving
strategies is adopted to reduce energy consumption [25].

3.3. Overall Framework of Motion System Based on Wireless
Sensor Network. Figure 3 is a schematic diagram of the
overall structure of the sports system. *e sports system
monitors multiple sports and physiological parameters of
the athletes through wireless communication. *e sports
data collected by the base station can be stored in the da-
tabase system for a long time to provide a basis for the

comprehensive sports analysis of outstanding athletes and
construct an expert system. *e mobile system mainly in-
cludes three parts: node, base station, and data management
center.

3.3.1. Node. *e main function of the wireless sensor net-
work node is to collect data in real time and send the data to
the base station after storage. In this system, nodes mainly
collect athletes’ motion parameters and physiological pa-
rameters, and then wait for the query instruction from the
base station or perform periodic data reporting. When the
node receives the query instruction from the base station, the
node sends the collected data to the base station. In actual
training, the node turns on its own LED or buzzer according
to the instructions of the base station to assist athletes in
completing training tasks while collecting data.

3.3.2. Base Station. *emain role of the base station is to be
responsible for system networking, receive and process data
sent by the node, and send instructions to the node
according to the user’s requirements. *e data received by
the base station are mainly processed in the following two
ways. *e base station sends the data to the data manage-
ment center server through the serial communication
module or the Ethernet communication module. Coaches
and employees can browse and manage the data through the
data center management software. Direct display of data is
through the base station LCD touch screen. In order to
facilitate the coaches to inquire and control the athlete’s skill
information and sports test training at the sports training
site, the coaches on the training field hold the base station,
control the working status of the node by touching the LCD
screen, and browse the sports test information of the
athletes.

3.3.3. Data Management Center. Since the base station can
transmit data through the network, it can automatically
transmit the data to the Internet. *erefore, the data
management center in this system can be deployed in any
geographical location, as long as the network is connected.
Coaches can also view the related changes of athletes’ sports
parameters through the sports database management system
software and monitor the operation of the wireless sensor
network in real time. For example, athletes wear sports
watches, and coaches use system software to view specific
sports information.

3.4. Motion Monitoring and Recognition Experiment. In
order to verify the effectiveness of the double-layer coop-
eration mechanism, the program uses VC++ to simulate the
movement trajectory of the moving target in different
monitoring environments.

3.4.1. Adaptability Analysis. In the area where the moni-
toring area is 1000∗1000, the communication radius is 150
meters, the number of delivery nodes is from 500 to 50, 10
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locations are randomly tracked, and less than 3 nodes are
defined as unable to be located. Under the same conditions,
compare the influence of the scheme and DCTC on posi-
tioning when the density changes.

It can be seen from Table 2 that as the number of nodes
increases, the positioning accuracy of the two schemes is
basically the same, but this scheme has obvious advantages
in terms of calculation time and energy consumption. *is
solution can complete tracking and positioning when the
node density exceeds 1%.

3.4.2. Energy Consumption Analysis. Assuming that the
speed and trajectory of the moving target are the same, this
scheme is compared with DCTC, and the energy con-
sumption is analyzed in two aspects. First, the node par-
ticipation in target tracking: count the number of nodes
awakened in the tracking area, working time, and sending
and receiving time to determine the difference in energy
consumption between the two schemes.

(1) Experimental Conditions: *e node density is 2%, the
moving speed is 10M/s, and the average energy con-
sumption is tested 10 times. Assumptions: the energy
consumption of the sleeping node is 0.001 µJ, the energy
consumption of the working node is 0.3 J, and the energy
consumption of the transceiver node is 1.12 J.

*rough the analysis of the operating conditions of the
entire network nodes, the experimental results are shown in
Table 3. *e operating energy consumption of this scheme is
only 28.9% of the DCTC energy consumption. *e second is
the average reconstruction time. *e comparison result of
these two schemes is shown in Figure 4.

*e calculation of average reconstruction time: the
DCTC algorithm requires 8.5 s, the average reconstruction
time of this scheme is 12.4 s, because the speed normali-
zation calculation method can be obtained, and this scheme
can be obtained according to the speed normalization
method, which is better than DCTC. *e plan was reduced
by 31.3%.

3.4.3. Analysis of Trajectory Positioning Accuracy. In the
experiment, the DCTC, this scheme, and the random po-
sitioning method were used to compare the orbit positioning
accuracy. *e experimental results are shown in Figure 5.
Compared with the DCTC positioning method, the posi-
tioning accuracy of this method is significantly better than
that of the DCTC scheme.

4. Performance Analysis

4.1. Performance Comparison Analysis. *is paper simulates
and implements the proposed data collection protocol and
the two basic protocols Direct Transmission and Flooding.
*e performance of the three protocols is compared through
the following two aspects:

(1) Compare the average information transmission
success rate and average network overhead between
the protocol proposed in this paper and the other
two algorithms. In order to verify that information of
different importance levels provides different

Table 1: Comparison of data collection algorithms based on network structure.

Protocol Network
structure Scope of application Data

fusion
Energy-
saving Delay Number of

paths

DD Flat type Small-scale network driven by periodic queries with
few aggregation nodes V Difference High Multi-

diameter

SPIN Flat type More sink nodes, source nodes
Fewer small-scale networks V Good General Multi-

diameter

LEACH Hierarchical Small- and medium-sized networks with high node
energy V Difference General Single path

TEED Hierarchical Small- and medium-sized with higher node energy
*e Internet V Well Low Single path

CLUDDA Hierarchical Network with higher node energy V Good Low Single path

PEGASIS Chain type Small- and medium-sized networks with high node
energy V Good High Single path

EADAT Tree type Single sink node, periodic
query-driven small-scale networks V Good Low Single path

INTERNET

Base
station Data

Manageme
nt Center

Public
network

computer

Serial portSensor node

Athlete

Figure 3: Schematic diagram of the system structure.
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transmission quality, the experiment separately
studied the changes in the average transmission
success rate of information when the initial im-
portance levels were 0.4, 0.6, and 0.8. Since different
importance levels have very little impact on the
average network overhead, the impact of the im-
portance level is ignored when comparing the av-
erage network overhead. *e average information
transmission success rate refers to adding up all the
information transmission success rates and then
taking the average, while the average network
overhead is the average value after adding the net-
work overhead.

(2) *e effects on the performance of the three algo-
rithms under three different experimental parame-
ters: node moving speed, node queue space size, and
the number of base stations in the network are
separately studied. In the direct delivery algorithm,
each node buffers all the information collected by
itself until it encounters the base station and for-
wards it. In the flooding algorithm, each time two
nodes communicate, they forward information that
is not in the queue of the other party. When a node
encounters a base station, it forwards all the infor-
mation. In order to evaluate the pros and cons of the
proposed adaptive data collection protocol, we wrote
the simulation process in C++, and the simulation
environment was set as follows:

We select a 500m 500m× square area as the deployment
range of themobile sensor network, including 150 nodes and
5 base stations, where the nodes move according to the
random motion model, and the base stations remain sta-
tionary. *e whole area is divided into independent squares
of 50m 50m×, the moving speed of the node obeys a
random distribution of 1m/s 10m/s− , and the pause time of
each node after reaching a new position obeys a random
distribution of 0 s 10s− . *e node generates a new message
every 20 seconds, the size of the message is 20Byte, and the
initial importance of the new message is randomly selected
according to [0.4, 0.6, 0.8]. *e queue of the node can hold
up to 300 messages, the communication radius of the node is
20m, and the bandwidth of the channel is 25 kbit/s.

4.2. &e Impact of Node Moving Speed on Performance

4.2.1. &e Effect of Node Moving Speed on the Average Success
Rate of Information Transmission. *e effect of node
movement speed on the average information transmission
success rate is shown in Figure 6. As the node movement
speed increases, the average information transmission

success rate of the protocol and direct delivery algorithm in
this article continues to increase, while the average infor-
mation transmission success rate of the flooding algorithm
gradually increases. In this protocol and the direct sending
algorithm, as the moving speed of nodes increases, com-
munication opportunities between nodes and between
nodes and base stations increase, which requires forwarding
nodes to have more opportunities to select appropriate relay
nodes to forward information. In addition, it can be seen
from the figure that the initial importance still affects the
average success rate of information transmission.

4.2.2. &e Impact of Node Movement Speed on Average
Network Overhead. *e influence of node moving speed on
average network overhead is shown in Figure 7. As the node
moving speed increases, the average network overhead of
this protocol increases slightly. Since the communication
radius of the node is fixed within 20m, with the increase of
the node’s moving speed, the network topology change is
accelerating, and the node’s encounter probability and
transmission probability are also constantly changing. Part
of the information will be forwarded back and forth between
different nodes, thus increasing the node information
transmission frequency.

4.3. &e Impact of Node Queue Length on Performance

4.3.1. &e Effect of Node Queue Length on the Average Success
Rate of Information Transmission. *e effect of node queue
length on the average information transmission success rate
is shown in Figure 8. From the results in the figure, it can be
seen that as the node queue length increases, the average
information transmission success rate of the direct delivery
algorithm does not change much. With the increase of the
queue length of the node, the performance of the flooding
algorithm is relatively improved. Due to the increase of the
queue space, the node can store more information, and it
also increases the probability of a single message reaching
the base station. *e average information transmission
success rate of the protocol in this paper increases with the
increase of the queue length, and the improvement range is
more than that of the previous two algorithms. *e main
reason is that the protocol in this paper has an efficient queue
management strategy. In addition, when the length of the
node queue is short, it is easy to overflow and information
discarding. Only when the length of the node queue in-
creases to a certain size, the initial importance will affect the
average transmission success rate of information, and there
will be a big gap.

Table 2: *e impact of node density changes on positioning.

Program total
number of nodes

50-Node
positioning
accuracy

70-Node
positioning
accuracy

90-Node
positioning
accuracy

100-Node
positioning
accuracy

500-Node
positioning
accuracy

800-Node
positioning
accuracy

*is plan 11 10 8 6 5 5
DCTC 10 7 5 5 4 4
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4.3.2. &e Effect of Node Queue Length on Average Network
Overhead. *e effect of node queue length on the average
network overhead is shown in Figure 9. *e communication
overhead of this protocol increases slightly with the growth
of the node queue, indicating that the efficient queue

management strategy of this protocol can well control the
network overhead and the flooding algorithm. *e average
network overhead rises sharply as the queue grows. *is is
because the node has more space to store more information
and is sent to the network.

Table 3: Node participation in target tracking.

Program total number
of nodes

Total number of
sleeping nodes

Total number of
working nodes

Total number of sending and
receiving nodes

Average energy
consumption µJ

*is plan 192 8 8 11.55
DCTC 172 28 28 39.93
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Figure 4: Reconstruction of tracking cluster time interval.
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Figure 5: Comparison chart of trajectory positioning accuracy.
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4.4.&e Impact of theNumber of Base Stations onPerformance

4.4.1. &e Influence of the Number of Base Stations on the
Average Success Rate of Information Transmission.
Figure 10 shows the effect of the number of base stations on
the average information transmission success rate.When the
number of base stations changes, the protocol proposed in
this paper has a better average information transmission
success rate than the other two algorithms. When the initial
importance degree has a greater impact on the average
information transmission success rate, the greater the initial
importance degree value, the higher the average information
transmission success rate. When the number of base stations
is large, the probability of nodes encountering base stations
is higher. *erefore, the performance of the protocol pro-
posed in this paper is similar to that of the direct delivery

algorithm, and the average information transmission success
rate can reach the highest 100%. However, the average in-
formation transmission success rate of the flooding algo-
rithm increases with the increase in the number of base
stations, but it is much lower than the previous two pro-
tocols. *e reason is that the information produces many
copies of information during the flooding process, and the
node’s queue space is limited, leading to information
overflow and packet discarding.

4.4.2. &e Influence of the Number of Base Stations on the
Average Network Overhead. Figure 11 shows the effect of the
number of base stations on the average network overhead of
the three algorithms. It can be seen from the figure that the
average number of messages sent by each node of the direct
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Figure 6: *e effect of node moving speed on the average transmission success rate.
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Figure 7: *e effect of node moving speed on average network overhead.
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Figure 9: *e effect of node queue length on network overhead.
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Figure 10: *e influence of the number of base stations on the transmission success rate.
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delivery algorithm is the least, and the average network
overhead is also lower.*is is because each node in the direct
delivery algorithm basically only sends information gener-
ated by itself. In the flooding algorithm, the average number
of messages sent by a node is much higher than that of the
other two algorithms. As for the protocol proposed in this
article, as the number of base stations increases, the average
network overhead of nodes decreases slightly. *ere are two
reasons: first, the more base stations deployed, the greater
the communication opportunities between the nodes and
the base stations, and thus higher transmission probability.
Second, the number of hops for information from the source
node to the base station decreases, and the average amount
of information forwarded by the node decreases.

*is chapter proposes an adaptive data collection pro-
tocol for mobile sensor networks, including two parts: in-
formation transmission and queue management. Compared
with the existing wireless sensor network data collection
protocol, it can meet different forwarding service quality
requirements and is suitable for mobile data collection
occasions with multiple types of parameters. *e simulation
experiment results show that the data collection protocol
proposed in this paper can dynamically provide information
of different importance levels. Different transmission quality
effectively reduces network overhead.

5. Conclusions

*e research results of wireless sensor networks have ob-
vious application prospects and potential industrial eco-
nomic value in epidemic disease prevention, disaster
warning, national defense, and environmental protection.
*e research results have obvious application prospects in
disease prevention, disaster warning, and other aspects and
have potential industrial economic value. Based on the latest
development of the current wireless sensor network, based

on the practical application of sports, with the support of the
special research fund of the Ministry of Science and Tech-
nology, this paper conducts research on the design of the
sports training system based on the wireless sensor network
and the movement monitoring and recognition. It focuses
on the network structure of wireless sensor network and its
application prospects in the field of sports. *e research
status of wireless sensor network data acquisition technology
is analyzed, and the representative data acquisition algo-
rithms in recent years are summarized. Based on the
summary and analysis of the existing wireless sensor net-
work data collection mechanism, a mobile sensor network
adaptive data collection mechanism suitable for moving
target data collection is proposed. *e basic idea is to dy-
namically copy information to sensor nodes that may
communicate with the base station, so as to maximize the
transmission success rate and reduce network overhead.
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