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The automatic scoring system of business English essay has been widely used in the field of education, and it is indispensable for
the task of oft-topic detection of essay. Most of the traditional off-topic detection methods convert text into vector representation
of vector space and then calculate the similarity between the text and the correct text to get the off-topic result. However, those
methods only focus on the structure of the text, but ignore the semantic association. In addition, the traditional detection method
has a low off-topic detection effect for essays with high divergence. In view of the above problems, this paper proposes an off-topic
detection method for business English essay based on the deep learning model. Firstly, the word2vec model is used to represent
words in sentences as word vectors. And, LDA is used to extract the vector of topic and text, respectively. Then, word vector and
topic word vector are spliced together as the input of the convolutional neural network (CNN). CNN is used to extract and screen
the features of sentences and perform similarity calculation. When the similarity is less than the threshold, the paper also maps the
topic and the subject words in the coupling space and calculates their relevance. Finally, unsupervised off-topic detection is
realized by the clustering method. The experimental results show that the off-topic detection method based on the deep learning
model can improve the detection accuracy of both the essays with low divergence and the essays with high divergence to a certain

extent, especially the essays with high divergence.

1. Introduction

Automatic composition scoring is a process of autono-
mously participating in composition scoring using com-
puter-related technologies [1], such as natural language
processing and machine learning. Before scoring the com-
position language logic, word composition, and semantic
level, testing the degree of suitability between the compo-
sition and the topic is the first step in the scoring system. For
example, the topic of the test question is “English compo-
sition writing.” Although the composition to be tested uses
beautiful words, logical language, and novel perspectives, the
topic is quite different from “English composition writing.”
Then, the score for such a composition is naturally not high
according to the actual situation. Therefore, off-topic de-
tection of composition is the first “checkpoint” of automatic
composition scoring, which conforms to the rules and
conventions of manual scoring. Off-topic detection is of

great significance to the accuracy, practicality, and fairness
of automatic composition scoring.

Business English composition off-topic detection refers to
the use of computer-related technology to automatically
detect whether the subject content of the composition de-
viates from the topic requirements. The core of off-topic
detection is to calculate the similarity between texts. For
example, the similarity between the sample essay and the essay
to be tested can be used to detect whether the essay is off-
topic. As an auxiliary technology for automatic scoring of
composition, researchers at home and abroad have also
carried out a number of studies. With the development of
natural language processing technology, related research will
receive more attention. Literature [2] applies off-topic de-
tection methods in other literature studies to Portuguese
detection and compares them in an experiment on a public
corpus of 2164 papers related to 111 prompts. Literature [3]
proposed an unsupervised detection method for off-topic
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papers based on goals and reference hints, which uses the
semantic difference between the similarity of the article and
the target prompt and the similarity with the reference
prompt to calculate the topic score. This can better distinguish
topic articles and oft-topic articles. This method realizes an
unsupervised paper off-topic detection system without a large
amount of training data. Literature [4] proposed a method to
verify user response using the off-topic paper detection
method used in automatic paper evaluation. In the proposed
C-BGRU Siamese architecture, the convolutional layer learns
from the embedding vector of the word and captures the
contextual features of the word n-gram. The bidirectional
gated recurrent unit (BGRU) is used to access previous and
subsequent context representations. Literature [5] proposes
two methods to better compare the semantic similarity be-
tween the article to be tested and the article. One method is to
use WordNet, a hand-compiled thesaurus, to measure text
similarity. The other method uses real-valued vectors learned
from a large corpus to represent words in the text before
calculating the distance. Literature [6] proposed a method
based on the convolutional neural network (CNN), which can
make better use of the semantic information contained in the
report text to speed up the retrieval process. The proposed
method uses the graph embedding method to enhance the
word representation by capturing the semantic relationship
information from the medical ontology. And, the CNN model
is adjusted to calculate the similarity between the report pairs
to determine the target report-paired with overlapping body
parts. Experiments show that this method can realize the
semantic similarity detection of medical texts. Literature [7]
expresses each short text as two dense vectors: the former uses
word-to-word similarity construction based on pretrained
word vectors, and the latter uses word-to-word similarity
construction based on external knowledge sources. They also
developed a preprocessing algorithm that links related named
entities together and performs word segmentation to preserve
the meaning of phrasal verbs and idioms. Experimental data
show that the interdependent representation of short-text
pairs is effective and efficient for semantic text similarity tasks.
Literature [8] uses the Biterm-LDA model to extract the
subject words of the title and the article and combines it with
Doc2vec to check the combined subject and semantics.
Secondly, the author proposes a threshold calculation method
based on the center of the topic composition under different
topic composition. Finally, the ROC curve is used to find the
optimal threshold for each type of topic composition and then
the off-topic composition is judged based on the optimal
threshold. However, for actual examinations, it is more and
more common for test questions to require authors to use
divergent thinking to create questions. Divergent thinking
creation is also a major focus and trend in the field of ed-
ucational examinations in the future. However, due to the
higher divergence, there are two problems in the following
two problems: the type of sample essay cannot be fully
covered, and the result of the similarity test with the title is
poor.

In response to the abovementioned problems, this paper
proposes a method of oft-topic detection of business English
composition based on the deep learning model. This method
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first preprocesses the article. Word2vec is used to train the
word vector, and LDA is used to extract the subject word
vector of the topic and the text, respectively. The two vectors
are combined and used as the input of CNN for feature
extraction. Then, the distributed vector representation
model is used to calculate the similarity between them.
When the similarity is greater than a certain threshold, it is
considered that the subject word of this content meets the
topic, and the subsequent correlation calculation is not
carried out. The correlation of other subject words is cal-
culated and represented by vectors. Finally, the clustering
method is used to complete the detection. Experiments show
that this method can improve the detection effect of com-
positions with high topic divergence.

2. The Related Work

2.1. Convolutional Neural Network. Convolutional neural
network (CNN) is a feedforward neural network with
convolution calculation. As one of the representative al-
gorithms of deep learning, CNN has been used in various
fields. CNN imitates the visual perception mechanism of
living organisms, so it can be used for supervised learning
and unsupervised learning. As a deep neural network, CNN
can combine some filters with the input and can guarantee
the translation invariance to deal with the size changes in the
input data. Each filter in CNN is a weight vector that can be
trained. The feedforward network is interchanged between
the convolutional layer and the maximum pooling layer. The
top layer consists of many sparse or fully connected layers.
Finally, there is the final decision-making layer or classifi-
cation layer. Deep CNN training is usually done through
supervised learning and is faster than training other types of
neural network models. The small amount of weight in CNN
makes it more effective than other neural network-based
feature extraction methods.

The output of each neuron in CNN is calculated
according to its input and the weight and deviation of
neurons in previous layers of the network structure. The
following equation is used to update the weight and devi-
ation of each layer, respectively.

Aw;(s+1) = —arwi—ﬁaa—c+dAwi(s)
w;

(1)
oC

Ab; 1)=-
(s+1) axabi

+dAb;(s),

where s represents the update step. a = 0/n. 0 represents the
regularization parameter. »n indicates the training sample. r
stands for learning rate. w; and b; are the weight and de-
viation of neuron i, respectively. d is the total number of
momenta. C is the cost function.

2.2. LDA Keyword Extraction. Latent Dirichlet allocation
(LDA) was proposed by Blei, Ng, and Jordan in 2003. Since
the model is simple and effective, LDA is currently applied in
the field of text mining, including text topic recognition, text
classification, and text similarity calculation. LDA is a master
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model that mines potential topics from a given document [9].
The emergence of LDA is to solve the problem that TE-IDF
can only measure document similarity from word frequency.
The two documents are similar situations because few or no
words exist in both documents together. LDA is often used for
semantic mining to identify potential topic information in
documents. In the topic model, a topic represents a concept,
an aspect. LDA is represented as a series of related words and
is the conditional probability of those words.

LDA is an unsupervised generation model. The premise
of the model is that the generation of each word in each
article is “selecting a certain topic with a certain probability
and selecting a certain word from the topic with a certain
probability” [10]. So, the probability of each word appearing
in each document is calculated as follows:

P (documentation|words) = z P (words|topic)P (topic|document).
topic

(2)

The LDA topic model can also be represented as a
probability graph. The representation of LDA is shown in
Figure 1.

2.3. Distributed Vector Representation. Word vector is
originally represented by the one-hot representation method.
However, this traditional approach can cause serious dimen-
sional disaster and generate word vectors that fail to represent
their meanings. In view of the above shortcomings, distributed
vector representation method emerged. In the case of large
vector dimensions, each word can be represented by the dis-
tributed weight of the element. Each dimension of the vector
represents an eigenvector, acting on all terms, rather than
simply a one-to-one mapping between elements and values.
This method abstractly represents the “meaning” of a word. At
present, the open source tool word2vec implemented by
Google using the model proposed by Mikolov et al. in 2013 is
widely used in the distributed representation of word vectors
[11, 12]. It can train word vector quickly and effectively [13].

Word2vec includes two important models: Continuous
Bag-of-words (CBOW) model and Skip-Gram model. Both
models include three layers: input layer, hidden layer, and
output layer. The input layer of the CROW model is the bag-
of-words vector representation of the context words of the
target words. The output layer is the bag-of-words vector
representation of the target words. The CROW model
predicts the semantics of target words through context and is
suitable for small databases. The input layer of the skip-gram
model is the word bag vector representation of the target
word. The output layer is the bag-of-words vector repre-
sentation of the context words of the target words. Therefore,
the skip-gram model is suitable for data sets with a large
amount of data.

3. Methods

3.1. Feature Representation. The feature representation of
essays is a vectorization of short text data to reflect the
features of texts with high representativeness and high

(—

o8’

FIGURe 1: The structure of CNN. m represents the article. « rep-
resents the parameter of Dirichlet distribution of the prior dis-
tribution of the topic distribution of each article. 3 represents the
parameter of Dirichlet distribution prior distribution of word
distribution for each topic. 6,, represents the topic distribution of
article m. ¢, represents the word distribution for the mth topic. N
represents the total number of words in the article. Z,,,, represents
the topic to which the nth word in the mth article belongs. W, ,
stands for the nth word in the mth article.

3 4

computational value. From the level of word granularity,
word2vec mines the meaning of words to express the fine
semantics of the text. From the level of text granularity, LDA
builds the topic distribution of the text through a probability
model, focusing on the overall semantic expression of the
text. Through vector splicing, they build a feature matrix
containing word meaning and semantics to ensure the in-
tegrity of composition features from two levels.

Word2vec can quickly construct the word vector form of
words. The value of each dimension of word vector repre-
sents a feature with certain semantic and grammatical in-
terpretation. Skip-gram uses the way of jump combination
to learn word rules, which can better meet the needs of
sparse features of short texts:

P(F,kF, g1 Fraror Frarl Fy)s (3)

where P is the probability of the occurrence of F, con-
structed by jump combination. F, is any term that appears in
the set of articles. And, F, \F, i 1F 1 1F i is the jump
combination of F,. During word vector training, N-di-
mensional vector representation of any word is output.

€11 € €3 " éN
€1 €3 €3 " 6N

E={ " " 7 . ) (4)
€1 Wio €3 *° €kN

where E is any article in the article set and e, is the weight
eigenvalue of the text term k.

LDA topic model analyses the implied semantic topic of
the text through the topic model of prior probability [14].
The semantic topic reflects the implied semantics of the text
and is a direct extraction of the deep features of the text. LDA
is used to train short-text corpus and output text-topic



matrix and topic-word matrix. The word vector and the
topic vector are superimposed by vector splicing to form a
new input matrix. This matrix contains both the semantic
features of the word and the overall semantic features.

E. =EoZ (5)

where @ is the vector splicing operation. The input matrix E
represents the word vector corresponding to the text. Z
represents the topic distribution vector corresponding to the
text. This matrix is used as input data of CNN convolution
layer. Convolution layer and pooling layer can be used for
feature extraction and classification, so as to obtain the result
of text similarity.

3.2. Article Similarity Calculation of Depth Model

3.2.1. Convolution Layer. The purpose of convolution layer
is to extract higher-order features implied by arbitrary input
matrix E; 5 by convolution operation. The convolution
sequences of different convolution kernels can be obtained
through sliding calculation of convolution kernels E;,, at
different heights on H"?. The convolution sequence con-
stitutes the feature surface 1'%, where I represents the height
of the convolution kernel. a represents the text vector di-
mension. ki is actually the result set of the inner convo-
lution of the input H"* with E,,, and the bias. Considering
that the preprocessed short-text data contain fewer quan-
titative feature words, and the convolution window is set as
5. And, the convolution step is 1.

B = f(xx H +5"), (6)

where f is the activation function tanh, which is used to
smooth the convolution result. Its purpose is to introduce
nonlinearity into neural network and ensure the curve re-
lationship between input and output. The result of the
convolution layer is the set of feature surfaces through
multiple convolution kernels.

3.2.2. Pooling Layer. Pooling layer is to downsample the set
of high-dimensional feature surfaces to prevent overfitting
and improve computing performance. The pooling process
typically divides the input features into subregions of several
sizes. Each subregion is pooled. The common pooling
method is max-pooling, and the pooled values are displayed.
The feature surface extracted by each convolution kernel
is operated. Finally, each convolution kernel corresponds to
a value. When these values are spliced together, a new
feature quantity representing the sentence is obtained.

3.2.3. Output Layer. The output layer mainly realizes the
connection between the convolution layer and the pooling
layer. After many cycles of convolution layer and pooling
layer, several dynamic values are finally realized to represent
the similarity representation of modified sentences.

For the two documents D,, and D,;, the document D,,, is
divided into B!, B2, ..., B}, p sentences, and the document
D, is divided into B!, B%,..., Bl g sentences. Sim(D,,, D,
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represents the percentage of contents in a document D,, that
are similar to D,. Sim(D,,, D,,) represents the percentage of
document D,, content similar to document D,,. In this study,
Sim(D,,,D,) and Sim(D,,,D,,) are not necessarily equal.
For example, D,, =“Hello, it’s a nice day today,” D, = “Hi,
it’s a nice day, want to go out and play?” Here, the whole
content of D,,, is exactly the same as part of D,,. In this study,
Sim(D,,, D,)) = 1. However, only part of the D, content is
the same as that in D,,, so Sim(D,,, D,) < 1.

Suppose document D,, contains s sentences
Bl ,B2,---,BS,. If the sentence similarity between D,, and
document D, exceeds a certain threshold, then Sim (D,,,, D,,)
in this study is calculated according to equation (8):

Y length(Din)

length(D,,) @)

sim(D,,, D,) =

Suppose the document D, contains t sentences
B!, B%,..., B If the sentence similarity with document D,),
exceeds a certain threshold, Sim(D,,D,,) in this study is
calculated according to

Y length(Di,)

length(D,,) ®

Sim(D,, D,,) =

3.3. Coupled Spatial Model (CSM). At present, most of the
research on off-topic detection of composition is based on
the calculation of text similarity, so as to judge whether it is
off-topic. However, for a composition with a high diver-
gence, only using text similarity to judge whether it is off
topic is too strict to the tangency. As a result, many com-
positions that meet the requirements of the topic are judged
to be off-topic compositions. This will affect the accuracy of
oft-topic detection.

Therefore, the concept of text relevance is put forward in
this paper. Text relatedness is defined as the correlation
between texts calculated by using the spatial distance gen-
erated by the coupling space vector established by co-oc-
currence correlation, conditional correlation, and coupling
correlation between texts [15]. Text relevance refers to the
fact that words in the same context or in the same article are
often related, even though they are not necessarily similar in
meaning. Here are the definitions.

Definition 1 (co-occurrence correlation). Co-occurrence
correlation represents the probability of word pairs
appearing in the same article at the same time. n represents
the number of articles in the article set A = {a,,a, ...a,}. m
represents the number of words contained in the article set
S={s1,s,...s,}. In this paper, Tanimoto coefficient is used
to calculate the co-occurrence frequency between pairs of
subject words.

Rm(si,sj)

where T,; and T, j, respectively, represent the TF-IDF weight
of a group of words to 5; and s; in the article. |A'| represents

1 T.T

_ Xit xj
I A

’ 9)

Xit xj
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the number of articles whose TF-IDF weights for s; and s; are
not 0. The co-occurrence relatedness of subject words to s;
and s; is the sum of co-occurrence relatedness of word pairs

to all articles in the article set.

Definition 2 (conditional correlation). When one item w; of
the word pair appears in article E, the probability of another
item w; appearing in the document is expressed as

1)

Rcondition (si’ SJ) = Rco(si’ s]) ( 10)

m—1 ’
Zi:l,i#cho(Si’ 5]')

where m represents the number of words contained in the
set. R, represents the degree of co-occurrence of words s;
and s;.

Definition 3 (coupling correlation). When there is at least
one word s, in article set A, so that R, gition (55> S) and
R ondition (Sk>§;). Then, words have a coupling correlation
with s; and s;. The higher the number of related words
between s; and s;, the stronger the coupling correlation
between word pairs is. So, the coupling relevance of words to
s; and s; can be expressed as

0, i=j
Rcoupling(si’ Sj) = 1 o
m Z Rcoupling(si’ Sjlsk)’ i+ Jj,
Yw, €L

(11)

where L indicates the number of words related to s; and s;.
When there is no such correlation between word pairs s; and
s;> the coupling correlation is 0.

In order to express the correlation between word pairs
more reasonably, the conditional correlation and coupling
correlation are linearly weighted. The greater the value of
R(si,sj), the greater the correlation between s; and S By
training the corpus and considering the inclusion of com-
plete semantics, we can get the universal semantic matrix E,
containing all word pairs. '

1, i=j
R(Si’sj) B { a- Rcondition(si’ sj) + (1 - a)?Rcoupling(si’ Sj) l:ﬁJ
(12)

It takes a long time to calculate the relatedness of words
in coupled space compared with the traditional calculation
method. Therefore, the traditional similarity calculation
equation can be directly used to calculate the word pairs
with high semantic similarity. The rest of the words enter
the coupling space for correlation calculation. This will
improve the detection efficiency of the algorithm to a
certain extent. Therefore, it is also very important to select
the parameter of word similarity y, which is involved in
the method proposed in this paper. Different similarity
condition y will affect the accuracy of experimental results.

Therefore, condition y with different similarity was se-
lected as the comparative experiment, and the optimal
solution was selected as the similarity condition parameter
of the experiment in this paper. Here, the influence of
similarity condition y on accuracy is more obvious. Ar-
ticles with higher divergence were selected for the ex-
periment, and the specific experimental results are shown
in Figure 2.

As can be seen from the above experimental results, the
accuracy rate increases with the increase of y. The difference
in accuracy before y=0.85-0.97 is small and tends to pla-
teau. Considering the running time, this paper selects y =
0.9 as the semantic similarity condition for the experiment.

3.4. Algorithm Description. Given the set of article topics G =
{91,9>--.9,} and the anthology O = {0“,012 £+ 01,3001,
02 -+-03,5---30,1,0,,...0,, }, where v represents the
number of topics contained in the article set and o;; rep-
resents the jth article under title g;. The specific algorithm
process is as follows.

The performance of off-topic detection is improved by
calculating the correlation between word pairs in coupled
space. The architecture of off-topic detection model of
business English composition based on deep learning model
is shown in Figure 3.

4. Analysis of Experimental Results

4.1. Experimental Data and Experimental Parameter Setting.
In order to verify the effectiveness of the proposed method,
this paper selects three datasets from Kaggle’s composition
scoring competition. There are two main sources of di-
gression essays in the data set. An off-topic composition
selected from the original data set that has been marked by
humans as a low score. The other one is randomly selected
from other topics. The detailed description of the whole
experiment is shown in Table 1. The experimental data
shown in this article is obtained by averaging the experi-
mental data of 3 data sets.

All experiments in this paper are carried out using
Python 3.5.2 on 64-bit Windows10 operating system with
Intel (R) core (TM) i7-4510 CPU @2.0 GHz and 8GB RAM.
CNN parameter settings are as follows. The convolution
kernel is 150. The convolution kernel window is 5. The
discard rate is 0.5, and the learning rate is le-3. The ini-
tialization parameter ratio of LDA is shown in Table 2.

4.2. The Evaluation Index. Suppose the article under a
certain topic is denoted as w;;, w;,, . . ., w;, . The divergence
value of the topic is measured by the similérity between the
articles.

div

= Sim( w;,, wy, ),
Group | 42, ( r q) (13)

l<qs<n;

where Group represents the number of pairwise combina-

tions of w;, and w;,. Sim (w;,, w;,) represents the similarity
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FIGURE 2: The relationship between accuracy and similarity condition setting.

Input: topic set G and article set O. The K value of the class cluster is set to 2

Output: segmented clusters of articles.

(a) Preprocessing the original text, including word segmentation, removing punctuation, removing blank characters, removing stop
words, etc.

(b) Enter the short text and the corresponding article respectively. Word vector is obtained by using the trained word2vec model.

(c) LDA topic model is used to obtain the subject words of the topic and the article respectively. The topic selects the topic probability
top-5 topic words. The article selects the topic probability top-15 topic words. A subject-word matrix is obtained by combining the
subject word and word vector.

(d) As the input of CNN, the topic-word matrix will be used to calculate the similarity between test articles and article set vectors.

(e) When the similarity is greater than , the essay to be tested is considered to meet the requirements of the question. No correlation
calculation is required.

(f) When the relative similarity is greater than y, the coupling spatial model is used to calculate the correlation. In step (e), all the
relevant degrees of keywords selected were set to 1, and the pan-semantic matrix E, was obtained. The rows of the matrix
represent the article subject words. Columns represent subject headings. !

(g) Take the maximum vector value of each column as an element in the vector representation of this article, and get a new vector.

(h) Cycle the above 7 steps until all articles to be tested are represented as distributed vectors.

(i) Input article vector and output article cluster by k-means clustering method.

ArGoriTHM 1: Off-topic detection algorithm for business English composition based on deep learning.

The essay T
s>
—
The essay set E

Merged
vector
Similarity>

CNN model threshold

was used to value R
calculate the :'\\/ and word similarity

RS is1
similarity

Similarity<
threshold
value

Correlation is
calculated by
coupling spatial
model

L

K-means clustering

Corresponding topic

FiGure 3: The off-topic detection architecture based on deep learning model.
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TaBLE 1: Description of our datasets.

Data Essay target prompt On-topic essays Oft-topic essays
1 Facing business challenges at holiday inn worldwide 1726 328
2 What plan you have for future development? 1753 301
3 What is important when shopping online? 1756 276

TaBLE 2: The initialization parameter ratio of LDA.

@ B

Niters Gibbs K

50/K 0.01

1000 100

between w;, and w,,, which is calculated using the TF-IDF
method. The higher the divergence value div, and the lower
the divergence of the article title.

The evaluation indicators used in this article are the
retrieval accuracy P (precision), the recall rate R (recall), and
the F1 measurement values commonly used in information
detection.

4.3. Analysis of Experimental Data. The proposed method is
compared with the existing methods in the values of P, R,
and F1. The off-topic detection method of LDA model in
literature [15]. Unsupervised off-topic detection model
based on mixed semantic space (MSS) in literature [16]. The
method based on text clustering (TC) in literature [17]. First,
the performance of the four methods on precision P is
compared, as shown in Figure 4.

The abscissa in Figure 4 shows the divergence of the
topic. Divergence indicates the topic range of the topic. The
greater the divergence is, the more difficult the off-topic
detection will be. The ordinate represents the retrieval ac-
curacy. The experimental results show that, with the increase
of the divergence of the topic, the four methods show a
downward trend on the whole. The method based on text
clustering decreased rapidly. The precision of the proposed
method is basically the same as the other three methods in
the region with low divergence. However, the precision of
this paper is the highest in the region with high divergence.

In Figure 5, the recall rate performance of the four
methods under different divergence of topics is illustrated. It
can be seen that when the divergence of the topic is 0.2, and
the recall rate of the text clustering method reaches 0.94. The
recall rate of mixed semantic space is 0.85. The recall rate of
LDA model is 0.83. The recall rate of the method based on
divergence and dynamic threshold is 0.77. When the di-
vergence of the problem is low, text clustering method
performs best. But on the whole, the method presented in
this paper is the most stable and performs well when di-
vergence is high.

As shown in Figure 6, the value of F1 shows a downward
trend with the increase of divergence. The detection method
based on the deep learning model proposed in this paper does
not show obvious F1 value in the region with low divergence.
However, this method has the advantage in the high diver-
gence area. The reason why the method in this paper has
better performance in composition detection with higher
divergence is because the method in this paper uses LDA and

Precision

0.9 - - . - -
0.8 - ; - -
0.7 - : :
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -
0
0.2 0.4 0.6

0.8 1
Topic divergence
B LDA[15] m TC[17]
| MSS[16] Proposed

FIGURE 4: The relationship between divergence and precision.

0.9 N
0.8 H | B ,
0.7 :
_ 06 :
g 05 :
%04 :
03 :
0.2 :
0.1 :
0
0.2 0.4 0.6

0.8
Topic divergence
B LDA[15] m TC[17]
m MSS[16] Proposed

FIGURE 5: The relationship between divergence and recall.

word2vec for training to construct a feature matrix containing
word meaning and semantics to ensure the integrity of the
composition characteristics from two levels. The combined
features are used as the input of CNN for similarity calcu-
lation. In addition to the similarity comparison, this paper
also uses the coupling space for correlation detection, further
improving the accuracy of off-topic detection.

By comparing the above three groups of experimental
results, the method proposed in this paper is more stable
than other methods in terms of accuracy, recall rate, and
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FiGure 6: The relationship between divergence and FI.

more objective F1 value. It is shown that this method is not
sensitive to the index of divergence of the topic and can still
perform well. In other words, this method can show rela-
tively stable and accurate judgment in detecting whether the
article is off-topic when facing the requirements of the article
with high divergence in practical application. This will be
more in line with the trend of more divergent and creative
thinking in actual exams. In summary, the performance of
this method on real data sets is not obvious in areas with low
divergence of the title. However, compared with traditional
methods, it has also improved, and all indicators perform
better in areas where the divergence of the question is higher.

5. Conclusion

An off-topic detection method for business English com-
position based on the deep learning model is proposed in
this paper. The innovation of this method lies in the
combination of word vector at word granularity level and
topic vector at the semantic granularity level. As the input of
the deep CNN model, feature extraction and similarity
calculation are carried out. Then, the feature mapping value
is added to the coupling space to increase the “under-
standing” of the detection system, so as to improve the index
of the off-topic detection method. In particular, they per-
formed better in areas with higher divergence. However, the
method in this paper is greatly limited by the data set of
training coupled space. How to reduce the influence of data
set on the detection method will be one of the main di-
rections of future research. In addition, further research on
reducing the calculation time of the algorithm is needed.
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