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In this paper, the principle of camera imaging is studied, and the transformationmodel of camera calibration is analyzed. Based on
Zhang Zhengyou’s camera calibration method, an automatic calibration method for monocular and binocular cameras is de-
veloped on a multichannel vision platform. +e automatic calibration of camera parameters using human-machine interface of
the host computer is realized. Based on the principle of binocular vision, a feasible three-dimensional positioning method for
binocular target points is proposed and evaluated to provide binocular three-dimensional positioning of target in simple en-
vironment. Based on the designed multichannel vision platform, image acquisition, preprocessing, image display, monocular and
binocular automatic calibration, and binocular three-dimensional positioning experiments are conducted. Moreover, the po-
sitioning error is analyzed, and the effectiveness of the binocular visionmodule is verified to justify the robustness of our approach.

1. Introduction

Internet of Robotic +ings (IoRT) allows intelligent physical
devices to monitor various events, gather data frommultiple
sources, and fuse them to extract useful features [1]. IoRT
uses local and distributed intelligence for determining the
best course of action. Based on this intelligence, various
actions are taken and objects of the real-world are manip-
ulated. IoRT allows the Internet of +ings (IoT) and robotic
devices to intersect by providing advanced robotic features.
+e concept of IoRT has made the realization of advanced
and novel applications and has felt its presence in industries,
businesses, and various other sectors. IoRT works based on
the concept of computer vision. +ough computer vision
research has made considerable progress, there are also
many controversies. According to the school of three-di-
mensional reconstruction led by Marr, vision is a procedure
for information processing to obtain the description of
external world, i.e., to recover three-dimensional scenes
from image features such as edge points, contours, lines,
curves, textures, grey levels, and colors. +e features are
obtained from either single or multiple two-dimensional
images, and then used to recognize, locate, and analyze the

three-dimensional scenes [2, 3]. In fact, the inverse process
of image restoration often leads to unsolvability or instability
of Horn’s optical flow field constraint equation due to some
ill-posed problems in the scene. Many works have been
carried out around this problem, but so far, no real suc-
cessful practical system has been developed.

More than 70% of the external information received by
human beings is obtained through vision. As an imitation
product, the realization and generalization of the vision
system of home service robot is particularly important [4, 5].
First of all, the visual sensor has the advantages of low cost,
abundant information, and high reliability. Secondly, the
environment of intelligent service robots is usually an un-
structured indoor environment. Vision can provide rich
environmental information for robots, so as to achieve
navigation, recognition, control, and other tasks. As a
general-purpose robot vision platform, the system should
have abundant and universal communication interfaces, so
as to facilitate the exchange of information with various
robot control hosts [6–8]. +e system should have powerful
processing functions, because the amount of visual infor-
mation data is extremely large, and the requirement of video
processing for processors is very high. Besides, the system

Hindawi
Mobile Information Systems
Volume 2021, Article ID 6617286, 11 pages
https://doi.org/10.1155/2021/6617286

mailto:hhy@tyust.edu.cn
https://orcid.org/0000-0002-8770-0434
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6617286


should also have good software and hardware expansion
capabilities to facilitate the expansion of the system
functions.

At the end of 1980s and the beginning of 1990s, a
behavioural and application-oriented purposivism school
emerged. It puts forward the concepts of active vision and
qualitative vision. It says that vision is purposeful and
pursues the purpose more actively. Some objects in the scene
need quantitative analysis, while others need only qualitative
description [9–11]. +ey accomplish their tasks together
according to a certain purpose. +is viewpoint has been
criticized by the “reconstruction” school, which holds that
“purposivism” uses specific tasks as restrictions to avoid
problems and deal with facts. Secondly, the active sensing
technology for acquiring scene data has many problems,
such as single function and large noise impact, which lead to
its limitations on the use of occasions and objects. On the
other hand, from the initial remote-control manipulator to
the intelligent robot with certain intelligence, the robot has
gone through half a century, forming a unique information,
energy, and material transformation feature system of the
robot.

Machine vision has attained significant attention in
recent times. In fact, machine vision is used as a unit of robot
to feel the external information, its theory and methods,
which cannot be separated from the large-scale system re-
quirements of robots to discuss [12–15]. In this paper, we
address all these issues and concerns. +e major contribu-
tions of this paper are as follows:

(1) We start the discussion with the architecture of
general-purpose intelligent robots and aim at dif-
ferent viewpoints in machine vision research in this
context. After analyzing the generality and partic-
ularity, this paper puts forward a general research
scheme of hierarchical modular structure of machine
vision, and a vision integrated sensor supporting this
system.

(2) Using experimental results, we justify the validity
and feasibility of designing a 3D machine vision-
enabled intelligent robot architecture.

+e rest of the paper is organized as follows. In Section 2,
we present the platform required for designing a robot vision
system. In Section 3, we discuss the realization of binocular
camera 3D vision location. In Section 4, the experimental
process and result analysis are discussed. Finally, the paper is
concluded and future research directions are provided in
Section 5.

2. Platform Design of the Robot Vision System

Images can be classified into two categories according to
their description properties: intrinsic and nonintrinsic. +e
former refers to the images that represent the objective
characteristics of the scene and the scene that have nothing
to do with the nature of the observer and the collector, for
example, themost commonly used depth images, where each
pixel value represents the distance between the pixel and the
camera. +e physical quantity of the latter is related not only

to the scene, but also to the nature of the observer and the
collector as well as the surrounding environment [16–18]. A
typical representation is the grey image. Each pixel reflects
the light radiation received and reflected by the observer. To
accomplish the vision task mentioned above is to solve the
problem of restoring intrinsic features from nonintrinsic
images. +e imaging process of noneigenvalue image is a
degenerate transformation process, in which a lot of physical
information about scene is mixed up in noneigenvalue
image, but these pieces of information are not completely
lost. +ere are always a lot of redundant information in the
image, and various processing techniques (such as distance
transformation) can be used to eliminate the degradation
and “restoration of” intrinsic characteristics. In order to
restore the scene, it is necessary to directly collect intrinsic
images or nonintrinsic images containing stereo informa-
tion. In this way, certain image acquisition equipment
(imaging device) and a certain image acquisition mode
(imaging mode) are needed. In the following subsections, we
first discuss designing an image acquisition device followed
by system architecture.

2.1. Design of Image AcquisitionDevice. +e imaging devices
are stimulated by external radiation (visible light radiation,
etc.), which is converted into electrical signals, and then this
signal response is converted into digital signals that can be
processed with a computer. +ere are two functions of the
image acquisition device. One is to accept the excitation, and
the other is the conversion of analog signal. +ere are many
kinds of image acquisition devices, usually consisting of
video source and video acquisition. Of course, digital
technology has made it possible to integrate these two
functions into a packaged device such as digital camera on
hardware [19]. Considering the maturity, advantages, and
environmental adaptability of technology, the structure
composed of camera and acquisition card is still adopted in
mobile robot vision system at present (the first half of
Figure 1). +e hardware of the image capture card will bring
greater flexibility and performance improvement. Generally,
video cards integrate user conversion, signal amplification,
filtering, and other processing of signals. With the progress
of technology and the development of manufacturing in-
dustry, some cards also integrate functions that are usually
completed by software, such as directly compressing into a
certain data format (such as MPEG4) or even matrix op-
eration, which will greatly speed up data processing.

At present, the charging source device is mainly used in
video devices. It is a kind of solid-state camera device which
works by charge storage, transmission, and readout. It has
the advantages of low reading noise, large dynamic range,
and high response sensitivity. With the continuous progress
of technology, its resolution is gradually improved, and color
restoration is becoming more realistic. It is a high cost-ef-
fective imaging device at present. +e working principle of
CCD is that the object reflects light and propagates to the
lens. +e lens focuses on the CCD chip. According to the
intensity of the light, the CCD accumulates corresponding
charges and discharges periodically to produce electrical
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signals representing a picture [20]. After filtering and am-
plification, a standard compound video signal is generated
through the output terminal of the camera. CCD is the main
sensing component of the camera. It has the characteristics
of high sensitivity, small distortion, long life, antivibration,
antimagnetic field, small volume, and no residual shadow.
CCD can change light into charge, store and transfer charge,
and take out the stored charge to change voltage. +erefore,
it is an ideal camera element. It is a new device instead of
traditional camera tube sensor. Because of the richness and
importance of color information, we use color CCD as image
collector.+e image acquisition process is shown in Figure 1.

+e acquisition card is the process of importing video
data or mixed data of video and audio output from other
data sources into the computer, transforming them into
digital signals by processing, and storing these pieces of
information. +is analog-to-digital conversion is carried out
by the acquisition chip or related software on the video
acquisition card, so that the acquisition card can be divided
into real-time acquisition card and nonreal-time acquisition
card. According to the data sources, it can be divided into
three categories: digital acquisition, analog acquisition, and
digital-analog acquisition. Considering that more than one
video source is needed to construct stereo vision, a multi-
channel acquisition card will be more feasible. As mentioned
above, data compression will be extremely important in this
context. +erefore, the acquisition card has the following
functions: hardware compression, 1 card multiplex, and
real-time analog acquisition.

2.2. System Structure. In our proposed approach, imaging is
determined mainly by the position and movement of the
three sources, the video source, and the scenery.+e simplest
part is monocular imaging, which uses a video source to take
a picture from the scene in a fixed position. Stereo vision is a
method of perceiving distance by binocular cues. Two video
sources are used to get images of the same scene in one
location. Parallax generated between two images is used to
help find the distance between video sources and objects so
as to realize the perception of three-dimensional informa-
tion. In principle, it is based on triangulation. +erefore, the
specific means of implementation are not limited to the use
of two cameras as the source of video. For example, it is also
possible to use one camera to take images of the same scene

at multiple locations, and to use more than two cameras to
image the same scene from different locations.

Let us analyze and compare the commonly used ste-
reoscopic imaging methods. First of all, the general principle
of binocular vision is expounded. Figure 2 is a hint of the
simplest case.

In this figure, CL and CR are the lens centers of the left
and right cameras, the distance between them is b (called
baseline), and the focal length between the cameras is f. Here,
P is the point on the surface of the object. +e projection
points on the two cameras are rulers, where the distance
between P and the central line of the lens of the two cameras
is d, the vertical line from CL and CR to the horizon is AL and
AR, the vertical line from P to the horizon is B, and the
intersection point between the extension line and the central
line of the lens is C. In this way, it is easy to get the distance
between the object point and the camera from two pairs of
triangles: ΔPPRB and ΔPCRC, ΔPLALCL and ΔPLBP.

d � f
a + la

b
�

bf

la − lb
. (1)

Obviously, d is related to b and la − lb, one of which is
called parallax formed by P in the two viewing planes. For a
visual system, b and f are known, so the key to achieve
ranging is to obtain parallax, that is, to achieve the corre-
spondence of a point in space between the projection points
on the left and right images, which is the process of image
registration.

+e principle of binocular imaging is very simple, but
image registration is still a difficult problem. Stereo
matching is the most difficult and important step in stereo
vision. When a three-dimensional scene is projected into a
two-dimensional image, the image of the same scene will be
very different in different viewpoints, and many changes and
unpredictable factors in the scene, such as illumination
conditions, noise, geometric shape of the scene, and the
characteristics of the camera, are integrated into a single
image color/gray value. Conversely, it is a morbid problem
to determine the three-dimensional information from the
single image color/gray value, which has not been solved well
up to now. Binocular registration has a large search space for
corresponding points, which is often complex. +erefore, a
trinocular registration method is proposed, that is, taking
three images of an object at the same time, so as to increase
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Figure 1: Image acquisition process.
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the constraints of registration and simplify the registration
problem.

Next, we discuss the light displacement imaging and
structural light imaging. +e basic principle of the former is
that the brightness of the same scene is different under
different illumination conditions, so the surface orientation
of the object can be obtained by light moving image, which is
different from several other techniques, so that the absolute
depth information cannot be obtained, but the surface shape
description of the object can be obtained. Since our mobile
robot is moving in an unknown environment, it will be
difficult to control the mobile light source, so we do not
consider this technique. +e latter is to explain the surface
shape of the scenery by the projection mode collected. +is
method can fix the light source and the acquisition and
rotate the scenery. It can also fix the scenery and move the
light source and the acquisition around the scenery together.
With the progress of science and technology, especially the
emergence of various new sensors, more means of acquiring
distance appear. If one eye in binocular vision is replaced by
a laser source, the light source produces a series of point or
line lasers to illuminate the object surface, and the illumi-
nation part is recorded by the light sensitive camera, the
depth information can be obtained directly. However, other
information on the surface of the object will be ignored. +e
schematic diagram of robot vision information acquisition
system is shown in Figure 3.

Trinocular and multiocular imaging, which involves the
calibration of multiple cameras, is mostly used in three-
dimensional reconstruction in virtual reality human-com-
puter interaction and other fields. For mobile robots, the
uncertainty of their environment will bring many unpre-
dictable factors. At the same time, the processing of some

environmental information also needs some real-time re-
quirements (such as obstacle avoidance). +erefore, too
complex imaging methods will have many limitations in
practical applications. +erefore, the general mobile robot
system adopts binocular imaging in visual information.
However, for unknown environments, the task facing robots
is not only to ensure that they can safely avoid obstacles and
move smoothly, but also to obtain as much environmental
information as possible in order to realize the process of
recognizing the unknown. +e real objective environment is
three-dimensional, and the reconstruction of three-di-
mensional environment has naturally become an important
aspect of cognition. +erefore, we also attach enough im-
portance to this function in our system. Obviously, the
existing imaging methods alone cannot meet the needs of
vision system for mobile robots in unknown environments.
+e combination of multiple imaging methods will be a
worthy consideration. Considering the above-mentioned
imaging methods and system requirements, we decided to
construct a visual platform by combining binocular imaging
and monocular imaging, in order to make full use of the
advantages of various imaging methods. Redundant design
methods will lead to the avoidance of using a single method
as far as possible, while information fusion and flexible
combination of imaging methods will bring higher reli-
ability, flexibility, and fault tolerance.

3. Realization of Binocular Camera 3D
Vision Location

In this section, we discuss the 3D vision location of binocular
camera. First, we discuss the realization of binocular camera
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Figure 2: Geometric principle of binocular vision parallax ranging.
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calibration in Section 3.1 followed by binocular 3D posi-
tioning of target points in Section 3.2.

3.1. Realization of Binocular Camera Calibration.
Binocular vision refers to the simultaneous imaging of the
overlapping parts of the field by two cameras. +e matching
algorithm is used to obtain the image position of the same
spatial point in two cameras. Based on the matching algo-
rithm, the three-dimensional location of the scene is realized
according to the internal parameters of the two cameras and
the spatial position and attitude relationship between the
two cameras. +e task of dual target determination is to
determine the internal parameters of two cameras and the
relationship between the relative position and attitude of two
cameras. +e internal parameters of the two cameras can be
achieved by performing single target calibration algorithm
for them, and the spatial relative position and attitude re-
lationship between them can be obtained by transforming
the external parameters of the two cameras for the same
position calibration target.

When the target is set at a certain position, the trans-
formation matrix from the world coordinate system to the
left-eye camera (i.e., the external reference matrix of the left-
eye camera) is [R1], and the transformation matrix from the
world coordinate system to the right-eye camera (i.e., the
external reference matrix of the right-eye camera) is [R2].
+en, the relationship between (x, y, z) points in the world
coordinate system and (x1, y1, z1) coordinates in the right
camera coordinate system and (x2, y2, z2) coordinates in the
left camera coordinate system satisfies the following
formulas:

x2

y2

z2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � R2 

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (2)

x1

y1

z1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � R1 

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (3)

Both sides can get the same [R2]
− 1:

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � R2 
−1

x2

y2

z2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

+e coordinate transformation relation of the same point
in the left and right cameras can be obtained as follows:

x1

y1

z1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � R1  R2 

x2

y2

z2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

+at is, the position and attitude transformation matrix of
left and right cameras is [R1][R2]

−1.
+e process of binocular automatic calibration software

is shown in Figure 4.

3.2. Realization of Binocular 3D Positioning of Target Points.
According to the analysis of camera imaging transformation
and the principle of three-dimensional positioning of target
points, the focus and target points of two cameras can be
transformed into the same coordinate system through a
series of coordinate transformation. In this paper, we choose
to convert them all into the camera coordinate system of the
left-eye camera, and then use these four points to establish
two equations of imaging light. By solving the equations
composed of these two equations, we can get the coordinates
of the target point in this coordinate system. However, due
to the following reasons, this method is almost infeasible in
practical applications:

(1) Firstly, there is a certain gap between the practical
camera and the simplified camera model, and the
camera that meets the ideal camera model actually
does not exist

(2) Secondly, in the process of camera calibration, be-
cause of the simplification of camera model, the
discretization of digital imaging, and the calculation
errors introduced in the process of numerical

CCD camera

CCD camera

CCD camera

Video capture card

Laser source

Structured light imaging

Three mesh imaging

Binocular imaging

Figure 3: Schematic diagram of robot vision information acquisition system.
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solution, it is almost impossible for the two trans-
formed imaging rays to be intersecting lines

(3) Finally, even if two imaging rays intersect, it is a
relatively difficult problem to solve directly the
equations whose parameters change at any time by
digital method

Based on the above reasons, in order to achieve the three-
dimensional positioning of the target point, this paper
adopts the method of restoring two imaging rays, using the
method of solving the points in the common perpendicular
line segment of the spatial heterogeneous straight line to
approximately replace the position of the target point, and
gives the length of the common perpendicular line segment
as the credible error range of the calculation. In the process
of solving the problem, the general equation of the imaging
light of the left camera is set as follows: the imaging light of
the left camera cannot pass through the origin of the camera
coordinate in the XY plane of the camera coordinate system
at the same time, and the imaging light of the left camera
must pass through the origin of the camera coordinate.

x

a0
�

y

b0
�

z

1
. (6)

Similarly, the general equation for imaging light on the
right camera is set as

x − x1

a1
�

y − y1

b1
�

z − z1

1
. (7)

+e parameters of a0, b0, a1, b1, x1, y1, z1 in the general
formula are determined by the coordinates of image points

and focus points converted to the coordinates of the left-eye
camera.

According to the theory of analytic geometry, the al-
gorithm for solving the length of common vertical line and
its midpoint coordinates of the two straight lines can be
realized by writing C language code. +e software flow of
binocular 3D positioning algorithm for target point is shown
in Figure 5.

In this paper, the principle of camera imaging is studied,
and the transformation model of camera calibration is
analyzed. Based on Zhang Zhengyou’s camera calibration
method, an automatic calibration method for monocular
and binocular cameras is developed on amultichannel vision
platform, which realizes the automatic calibration of camera
parameters under the call of human-machine interface of the
host computer. Based on the principle of binocular vision, a
feasible three-dimensional positioning method for binocular
target points is proposed, and the algorithm implementation
program is compiled to provide a basis for the experiment of
binocular three-dimensional positioning of target in simple
environment.

4. Experimental Process and Result Analysis

In this section, first we discuss image acquisition and pre-
processing followed by calibration of monocular and bin-
ocular cameras.

4.1. Image Acquisition and Preprocessing. +e multichannel
vision platform designed in this paper supports four-channel
video input at most. +e experiment of image acquisition

Start

Collect images and extract the
black and white vertices of the

left and right eye images,
respectively

Judge whether the whole calibration
target is in binocular vision

The extracted vertex coordinates
are stored in the corresponding

array

Determine whether valid picture have
been taken to a predetermined number

Output the
number of valid
images that have

been collected
and delayed for a

period of time

Initialization of the world coordinates of
vertices based on calibration target parameters

The coordinates of the left and right eye are
taken to solve the statically indeterminate

equation, and the internal and external
parameters of the two cameras are determined

According to the corresponding parameters of
the left and right eye images, the position and

attitude relations of the two cameras are
calculated

Output calibration results

End

Yes

Yes

No

No

Figure 4: Software flow chart of binocular automatic calibration algorithm.
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and preprocessing is to verify the effectiveness of the sys-
tem’s input-output interface control and the ability of the
system’s dual-core architecture to coordinate work. +e
software structure used in the experiment of single-channel
image acquisition and preprocessing as shown in Figure 6
includes three parts: PC user interface program, embedded
system management program on ARM, and preprocessing
algorithm program on DSP.

+e execution process of the program is that when a
preprocessing algorithm instruction is pressed on the PC user
interface, the PC sends the corresponding control command
string to the embedded system through the serial port. After
receiving the command string, the embedded system man-
agement program running on the ARM processor starts the
video capture threads by modifying the global control variables
in turn. Control the CCD camera to capture the image and store
the image in the corresponding memory space, start the al-
gorithm call thread, call the corresponding preprocessing al-
gorithm of the DSP processor to execute the program, realize

the corresponding preprocessing of the collected image, and
control the video back end to display the processed image to the
TV. After that, the communication control thread monitors the
instruction of the network port and serial port, decides whether
to transmit the processed image to the host computer according
to the instruction state of the network port, changes the pre-
processing algorithm, or terminates the processing program
according to the instruction of the serial port.

4.2. Automatic Calibration of Monocular and Binocular
Cameras. As shown in Figure 7, the calibration algorithm
of monocular and binocular camera automatic calibra-
tion test runs on PC, and the embedded system runs in
the image acquisition mode. It receives the instructions of
the host computer to provide single- or multichannel
image information for the host computer and displays the
video information collected by the camera to the TV.

In the PC user interface, press the single target or binocular
calibration button to start the calibration program. +en,

Start

Extract the calibration
result file of binocular

camera

Image acquisition and two
valued processing are used to

obtain the centroid of the
target image

The coordinates of the target
points in the two cameras are

converted to the same
coordinate system according

to binocular parameters

Determine the parameters
of two imaging rays

Calculate the length and the
midpoint of the two light lines

Output results

Determine whether to terminate
the program based on global

control variables

End

Figure 5: Software flow chart of binocular 3D location algorithm for target points.
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according to the prompt information displayed on the PC user
interface, the position and attitude of the calibration target can
be changed so that the system can acquire 10 valid calibration
images to complete the calibration under the condition of
ensuring the whole calibration target in the field of vision. +e
calibration results are displayed on the man-machine interface.
At the same time, the system stores the calibration results in
document form and saves 10 calibration images in JPEG format.
In order to evaluate the results of automatic calibration algo-
rithm, 10 calibration images used in automatic calibration are
calibrated with the calibration toolbox of MATLAB. +e
comparison of calibration results is shown in Table 1.

Compared with the calibration results of the MATLAB
toolbox, the error of focal length calibration is about 5%, and
the deviation of image center is basically zero. +e results of
automatic binocular calibration are shown in Table 2 and
Figure 8.

Experiments show that the automatic calibration
method is feasible.+e validity of the calibration value needs
further verification by three-dimensional positioning
experiment.

4.3. Binocular 3D Positioning Experiment. As shown in
Figure 9, the binocular three-dimensional positioning ex-
perimental system is similar to the image preprocessing
experimental system, which consists of three parts. +e

three-dimensional positioning algorithm runs on the DSP,
and the processing results are displayed on the PC user
interface through network communication.

Binocular localization algorithm is sensitive to errors in
Z-direction (along the optical axis). +e comparison be-
tween the location output and the measured data is shown in
Table 3 and Figure 10.

+e reliability of the proposed binocular three-di-
mensional positioning method is verified by positioning
experiments, and the validity of the results of binocular
automatic calibration is indirectly proved. +e errors
between positioning results and actual measurements in
the range of 2 m are less than 10 cm. +e larger errors
mainly occur in the range of Z coordinates less than 50 cm
and greater than 150 cm. +e main sources of errors are
two aspects. On the one hand, there is a gap between the
mathematical model established by the positioning
method and the actual camera imaging model. +e po-
sitioning model algorithm itself is sensitive to the Z-
direction error, which results in a larger error when the Z
coordinate is greater than 150 cm. On the other hand,
because the errors caused by image distortion during
camera imaging are not taken into account in the ranging
model, the tangential distortion of image has a greater
impact on the results when Z coordinates are smaller,
which results in larger errors when Z coordinates are less
than 50 cm.
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Figure 6: Single-channel image acquisition and preprocessing experimental system structure diagram.
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Table 1: Comparison between automatic calibration results of monocular and calibration results of MATLAB toolbox.

Calibration parameters fx fy Cx Cy

Automatic calibration results 798.48 878.67 360.6 240.6
MATLAB calibration results 813.85 886.79 360.6 240.1

Table 2: Automatic calibration results of binocular.

Calibration parameters fx fy Cx Cy

Left-eye camera 394.22 435.16 180.6 153.1
Right-eye camera 394.22 427.62 180.6 153.1
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Figure 8: Automatic calibration results of binocular.
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5. Conclusion

Using the human intelligence system, and combining the
theory and methods of artificial intelligence and com-
puter vision, this paper proposes an intelligent recon-
figurable mobile robot vision system and studies the

appropriate structure on the hardware and software
levels. On the basis of the existing work, the function
expansion method is adopted to gradually improve each
module so that it can achieve the desired effect with the
support of a large system structure. +e imaging principle
of the camera is studied, and the transformation model of
the camera calibration is analyzed. Based on the Zhang
Zhengyou camera calibration method, the automatic
calibration method of the single-binocular camera is
developed on the multichannel vision platform, and the
camera automatic parameters under the human-machine
interface are realized. A feasible three-dimensional po-
sitioning method for binocular target points is proposed
based on the principle of binocular vision, and the al-
gorithmic implementation is provided for the binocular
three-dimensional positioning experiment of the target in
a simple environment. Finally, image acquisition, pre-
processing, image display, single and double eye auto-
matic calibration, and binocular three-dimensional
positioning experiment were examined and evaluated via
the experimental results. +e positioning error was an-
alyzed to verify the effectiveness of the binocular vision
module.

Data Availability

All data can be obtained upon request to the corresponding
author.
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Figure 9: System structure diagram of binocular 3D positioning experiment.

Table 3: Comparison table of Z-axis coordinate experiment results of binocular 3D positioning (unit: cm).

Experimental value 25 50 75 100 125 150 175 200
Location experiment results 24.63 54.8 71.36 99.97 127.42 164.7 180.73 208.75
Location error estimation 4.14 2.36 1.46 1.28 1.17 4.27 7.76 12.57
Measured error 3.63 3.79 0.36 0.25 1.42 3.7 4.73 7.73
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Figure 10: Comparison table of Z-axis coordinate experiment
results of binocular 3D positioning.
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