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A wireless sensor network (WSN) is an intellect-sustainable network that comprises multiple spatially distributed sensor nodes
and several sink nodes that collect data from sensors. WSNs remain an active research area in the literature due to challenging
factors such as the selection of sensor location according to a given premise, finding optimal routing algorithm, and ensuring
energy efficiency and consumption. Minimizing energy and prolonging the network lifetime in the WSNs are the focus of this
research work. In the literature, a clustering approach is used in grouping sensor nodes into clusters and is seen as an effective
technique used in optimizing energy consumption in WSNs. Hence, in this paper, we put forward a novel clustering-based
approach by amalgamating the Gaussian elimination method with the Distributed Energy-Efficient Clustering to produce
DEEC_Gaussian (DEEC_Gaus) to stabilize energy efficiency optimization in WSNs. We took the advantages of DEEC and
Gaussian elimination algorithms to resolve energy efficiency problems in WSNs. DEEC presents attributes such as increased
heterogeneity performance level, clustering stability in operation, and energy efficiency which helps to prolong network lifetime
while the Gaussian elimination algorithm added an additional advantage to improve and optimize energy efficiency, to aggregate
packets of operations performed in the network lifestyle of energy efficiency in WSNs. .e simulations were carried out using
MATLAB software with 1000 to 1500 nodes. .e performance of the proposed work was compared with state-of-the-art al-
gorithms such as DEEC, DDEEC, and EDEEC_E. .e simulated results presented show that the proposed DEEC-Gauss out-
performed the three other conventional algorithms in terms of network lifetime, first node dead, tenth node dead, alive nodes, and
the overall timing of the packets received at the base station. .e results showed that the proposed hyper-heuristic heterogeneous
multisensor DEEC-Gauss algorithm presented an average percentage of 3.0% improvement for the tenth node dead (TND) and
further improvement of 4.8% for the first node dead (FND). When the performance was compared to the state-of-the-art
algorithms in larger networks, the overall delivery was greatly improved and optimized.

1. Introduction

Wireless sensor networks (WSNs) are networks that
comprise multihop communication systems that are a
bunch of battery-powered sensor nodes that are used to
effectively monitor the processing unit and storage unit for
collating and analyzing information with the use of their
sensor modules [1–4]. WSN applications are used in dif-
ferent sectors such as the health care sector for surveillance,
rescue surveillance, environmental monitoring and disaster
recovery, security, coverage, location identification

services, target tracking systems, and battlefield surveil-
lance [5]. Usually, most Internet of .ings (IoT) and ap-
plications of sensors applications are deployed randomly
without their locations being known. On the other hand,
some applications make use of sensor nodes in multi-
numbers [6]. In the literature, an improved node locali-
zation accuracy with energy efficiency gave birth to future
recommendations on the trade-off between localization
and energy accuracy [7]. WSNs pointed out a distinctive
area to monitor application for identifying the unknown
sensor node and anchor nodes. Localization is utilized to
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prove the exact location of indoor and outdoor environ-
ments, namely, universities, hospitals, health care orga-
nization centers, and shopping complexes [8]. DEEC is an
energy-efficient protocol for homogeneous performances,
and it is not well suitable for heterogeneous operations in
WSNs for energy efficiency. However, an electricity-saving
scheme is deployed for homogeneous WSN that is not
appropriate in deployment [9].

.ere are different categories of routing techniques in
WSNs which are performed with the different points of
views used for efficient usage of a few sensor nodes energy
where the cluster for every cluster head (CH) nominates
most of the performance in communication task. Also, the
nodes for heterogeneous networks have different capabilities
for choosing the high energy nodes, high data refining, and
computational power as the CH which are classified as
dynamic cluster head and static cluster head [10]..e cluster
head selection processes in WSNs help manage the lifespan
of the network where the CH conducts the data aggregation
from various cluster members to be transferred to the da-
tabase station (BS) for analysis [10–12].

Wireless sensor network routing has a major impact on
the network lifetime to enhance the sensor networks.
Routing helps to select the appropriate energy efficiency and
the path to send the data from the source to the base station.
.e sensor nodes are categorized as source nodes and sink
nodes with the medium of intermediate nodes in the net-
work. WSNs are classified as homogeneous or heteroge-
neous according to their energy emission levels of sensor
nodes. When all the nodes have an equal amount of energy
utilization, it is said to be homogeneous while heterogeneous
networks have more initial energy supplied to a few sensor
nodes in comparison to the usual nodes [13, 14].

Literature abounds with research works on state-of-the-
art algorithms, namely, Distributed Energy-Efficient
Clustering Extended (DEEC_E), Developed Distributed
Energy-Efficient Clustering Extends (DDEEC_E), and
Distributed Energy-Efficient Clustering (DEEC) with
normal, advance, and supernode classifications. .is
research study addresses a gap in this research area as it
produced the results for larger wireless sensor networks
(WSNs) of over 1000 nodes, namely, 1000, 1100, 1200, 1300,
1400, and 1500 sensor nodes for various initial energy levels,
namely, 0.5, 0.6, 0.7, and 0.8 joules of energy that has not
been seen before using the novel DEEC_Gausian algorithm.

.e main contribution of this research work is the
following:

(i) To provide an effective energy efficiency
optimization

(ii) To carry out an extensive simulation of the proposed
heterogeneous DEEC-Gauss algorithm inMATLAB

(iii) To evaluate and compare the proposed algorithm
with classical state-of-the-art algorithms using
popular performance criteria: network lifetime of
the algorithm, tenth node dead, alive node, and the
overall timing of the packet received at the base
station metrics

.e rest of the paper is presented as follows: Section 2
shedsmore light on the related works. Section 3 discusses the
materials and methods in detail. .e simulation and pre-
sentation of results for the preferred algorithm are presented
in Section 4. Finally, the conclusions are presented in Section
5.

2. Related Works

Hyper-heuristic research consists of different approaches
that distribute the common goal of automating the adap-
tation and design of heuristic methods to solve hard com-
putational search issues. According toMeng et al. in [15], the
3D localization method of unmanned aerial vehicles (UAVs)
is used to help to prove the sensor node localization to locate
the GPS-equipped UAV [15], alleviate path interference, and
reduce error and optimization for neural network-based
machine learning algorithms. .e outcome was able to
improve the positioning accuracy and coverage while the
static position was able to encounter a non-line of sight
(NLoS), and their method was suitable for situations on
ground anchors in an optimal position. Localization pro-
cesses have two different types which are outdoor and indoor
tools for global positioning systems (GPSs) [8]. According to
Prakash et al. in [9], the approach of exterior bound allotted
advanced node distribution (EBAN) and DEEC protocols in
WSNs was explained, and computational heterogeneity, link
heterogeneity, and energy heterogeneity were utilized with
energy, m= 0.15, 50% higher than other sensor nodes that
enhanced the different transmission between cluster head
(CH) and sink node.

In the same way, the delivery of hierarchical clustering
set of rules for the WSNs is considered to be the Low Energy
Adaptive Clustering Hierarchy (LEACH), and DEEC is
assumed to be the CHs according to the protocols that rotate
the position to slightly distribute the energy load for sensors
within the network [16]. PEGASIS is a series of protocols
that tend to avoid clustering formation and prefer to use the
simplest one node during transmission to the base station
(BS) instead of the use of a couple of nodes [17]. In a like
manner, the DEEC scheme is used essentially for three-
degree heterogeneity which shows that it is better than Stable
Election Protocols (SEPs) that use stochastic scheme de-
tection for extension of the community lifetime [18].

Poluru et al. in [19] tried using Energy Adaptive Dis-
tributed Energy-Efficient Clustering (EADEEC) for network
stability and a lifetime of the sensor nodes in WSNs, and the
further recommendation was for longevity and time of
operational performance. Nehra et al. in [20] suggested
Improved Distributed Energy-Efficient Clustering (I-DEEC)
by distributing network nodes between two layers of normal
and advanced hexagons for considering the distance be-
tween the base station within the same area. .e sum of the
ratio of the distance to the nodes and residual energy is
calculated with the possibility of sensor nodes to nominate as
the cluster head for revamps of DEEC protocols within the
network lifetime, throughput, and the percentage area
coverage.
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According to Priyadarshini and Sivakumar in [21], the
amount of coverage by the deployment of the percentage of
the enclosed circulating sensor node coverage with their
application to various domains like high density areas, un-
derwater, and forests implies the sensor node field-deployed
energy dissipation according to the task assigned for network
lifetime and sensing coverage area. Another solution pro-
posed by Zhao et al. in [22] was to deploy a set of high energy
frequency to aid the sensor nodes to the top for forming a
block layer to remove the energy gap problem and the
techniques was employed in WSNs according to the immune
cloned selection of the power control. Nevertheless, some
group of researchers from the literature tried to achieve the
implementation of the first and second parameters on a
multiheterogeneous network area to improve the lifetime of
the network further. Similarly, to get the desired result for
energy efficiency, some constraints of WSNs strategies were
adopted for minimizing the data among the communicating
parameters [23–27].

Indeed, it is likely modified that when the start point
station changes location and the energy consumption of the
network is at optimum, it shortens the lifetime of the net-
work..is is why there was gateway node introduction at the
center of the network [28]. Consequently, the DDEEC was
compared to Improved Extended Distributed Energy Effi-
ciency Clustering (iE-DEEC) by taking into consideration
the average distance, network lifetime, and residual energy
of sensor nodes and the cluster head..e performance of iE-
DEEC shows great improvement with the introduction of
different energy amplification to reduce the energy con-
sumption during the communication between the base
station (BS) and cluster head (CH) intraoperation [29].

However, according to Kaur and Sharma in [30], Dis-
tributed Energy-Efficient Clustering protocols are used to
speed its efficiency which is not vivid with the support of
LEACH to conserve energy during the process of transmis-
sion of data. .e DEEC is used for selecting a multicluster
head at one round instead of using a single CH per round to
increase the rate at which packets are transferred to the base
station. In a like manner, Dhiman et al. in [31] presented a
radical study of energy efficiency hierarchical cluster-based
routing protocols for WSNs to analyze and design routing
protocols on the performance of tactics when compared to the
shifting paradigm. In a heterogeneous network, sensor nodes
have optional energy levels to increase the EDEEC that uses
three types of sensor nodes (normal, advanced, and
supernodes) as supernodes havemore chances to be the CH at
the first round of transmission [32].

.ere have been several factors for clustering which are
cluster count, selection of cluster head size, and density. .e
review of existing clustering algorithms on nonprobabilistic
and probabilistic factors helps the mode of CH to BS
communicate in both direct and indirect routing. .e fault
type was able to deduce that the variation of clustering
approaches depends on the type of application and their
usage scenarios [33]. In [34–40], more light was shed on how
to save energy and how to elongate network lifetime which
are the constraints for modeling of clusters. Uniformly, the
technological design method with the aid of clustering

algorithm deployment for independent heterogeneous
WSNs was selected by Purkar and Deshpande [41]. Looking
at index modeling with various node attributes, the energy
efficiency was improved and node lifetime was extended.

A further recommendation was made for future work to
extend the design toward the base station with the appli-
cation of a genetic algorithm and cuckoo filter approach for
speedy efficiency. In like manner, Rahiminasab et al. in [42]
considered the cluster splitting process (CSP) method and
an analytic order hierarchy process (AHP) approach to
suggest an alternative solution to clustering lapses by
extending the network lifetime for higher optimization
compared to the base station high-powered clustering
protocols, and it aids the reduction of almost 5% than the
base station controlled zestful clustering protocol algo-
rithms. Furthermore, the recommendation is said to look
into distance management, subway stations, and the control
system needed, for future work [43].

Similarly, Particle Swarm Optimization (PSO) based
energy systematic coverage control approach for WSNs was
proposed by Ju et al. in [44]. To make the most of the data
generation rate, routing protocols on the data collation
controlling technology for reusable WSNs [45] and locali-
zation base evolution routing (LOBER) for an optimum
collation of information in wireless multisensor networks
[46] were proposed. In the same way, [47] discussed the
approach of an enhanced energy-efficient forum in sensor
information systems (EPEGASIS) algorithm to lift the major
occurrences from various aspects, which are direct com-
munication distance, threshold value, and mobile sink
technology to adjust their communication ranges. Likewise,
[48] deployed a self-sufficient Hamilton loop data for ag-
gregating processes with moving agents for WSNs to settle
and give resources back on top of the total network with the
use of the PEGASIS method and the Hamilton circle.

Alternatively, the approach of maximum coverage with a
multipath scheduling approach with many mobile sensor
sink nodes forWSNs was proposed by [49] to help sensors to
transmit and monitor data from source to sink in multi-
communication means. A proposed distributed efficient
algorithm for self-protection of WSNs was the distributed
learning automation based algorithm as discussed in the
literature [50]. Furthermore, an algorithm for the connected
p-percent coverage problem in WSNs for improving net-
work life is proposed. .e innovative hyper-heuristic,
Gaussian Clustering scheme for energy-efficient optimiza-
tion in WSNs was the genesis of this research, and the future
recommendation was to use a larger number of sensor nodes
for improvement. Percent degree constraint dominating set
(pDCDS) method was employed and it identifies the base
number of sensor nodes for monitoring area coverage and
network lifetime [51]. In brief, a distributed efficient algo-
rithm was employed to individually safeguard WSNs in
terms of efficiency and self-protection [51].

3. Materials and Methods

3.1. $e Proposed DEEC-Gauss Network Model. .is section
describes the proposed DEEC-Gaussian algorithm model
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that converges the clustering-based model with separation
between the sensor and cluster heads. .e requirement
parameters used for the proposed DEEC-Gauss are as fol-
lows. We assume the Popt� 0.1 (i.e., it is the parameter for
period mode)..e nodes are randomly deployed from a base
station. Most of the nodes are homogeneous and have few
energies starting from 0.5 J to 0.8 J. .e base station is
stationary at the initial point which helps to identify the
location inside or outside the sensing coverage area. Every
sensor node comes together and composes the data peri-
odically and always has some data to forward. .e sensor
nodes were unable to identify their pinpoint positions nor
the location of other sensor nodes. .e nodes are self-
organizing and need not be monitored after deployment.

Every node can operate as a cluster head, and the nodes
are distributed uniformly and randomly to determine the
lifetime of each node to know the expected energy after each
round of sensor nodes. CHs are placed in the middle of the
sensing area. .ere is a reduction of the number of nodes
from the nodes to the destination which is the tracking path
of the packet. Before the destination, packets from the sensor
nodes must travel through the cluster head. .e location of
the sensor nodes is unknown to the cluster head. .e WSN
scenario considered for simulation has all the above criteria
and disadvantages. Sensor nodes can compute the distance
from the base station and other nodes by comparing the
acknowledged signal. Hence, it does not need any additional
system with location services such as GPS. Also, a node joins
the cluster whose cluster head is the nearest to it.

3.2. Proposed Heterogeneous DEEC-Gauss Algorithm. .e
energy model locates the energy when the sensor sends or
acknowledges data within the network. In this paper, we
adopted DEEC state-of-the-art algorithm and improved it
with the use of a clustering-based algorithm called Gaussian
elimination with its characteristic formulation. .e pro-
posed DEEC-Gaussian algorithm seeks to administer the
suggested solution as follows using the pseudocode process
below:

Step 1. Set the criterion parameters.
Step 2. Start energy initialization for the sensor nodes
[52], with

ETotal � 
n

i�1
E0 1 + ai(  � E0 n + 

n

i�1
ai

⎛⎝ ⎞⎠. (1)

Step 3. Start iteration of the rounds as follows:

(a) Check if any dead node exists and note the round of
the first node died

(b) Check if 10% of the nodes are dead and save the
round that occurs

(c) Check if all the nodes are dead and save the round
that occurs

(d) Check each node if alive and label it as “N”
(e) Save the number of dead nodes, alive nodes, and

cluster heads which are initially zero in every round

(f) Iterate through each node
(i) Calculate the pi for heterogeneous nodes using [53]

pi �
poptN(1 + a)Ei(r)

N + 
N
i�1 ai E(r)

. (2)

(g) Compute the energy needed by the transmitted
amplifier [53]

ETX(l, d) �
lEelec + lεfs

d
2
, d< d0,

lEelec + lεmpd
4
, d ≥d0,

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
(3)

and calculate the energy needed by the receiver [54]

ERX(l) usingERX(l) � Eelec. (4)

(h) Calculate the criteria for the sensor node energy in
the step to follow [54], using

ETotal � 
n

i�1
E0 1 + ai(  � E0 n + 

n

i�1
ai

⎛⎝ ⎞⎠. (5)

Let ni symbolize the number of steps that are to be the
cluster head for the node si, and we reference it as the
rotating epoch, supernode, and normal node. In DEEC
protocol, Ei is used for the energy dissipated in the network.
In our scheme, Ei is used to denote the energy residual Ei of
node si for round r. When the cluster heads have been
selected using DEEC, the selected cluster heads are now
subjected to the Gaussian elimination algorithm.

Let us assume that the criterion for selected CH is q;
matrix A represents the power usage of individual nodes
chosen as CH and q the number of cluster heads. Matrix aij
represents the power usage of a cluster head i which is taken
to be a normal node if cluster head j is its cluster head.
Furthermore, bi symbolizes the residual power source of
cluster head i, while xi expresses the times in which cluster
head i can equate a CH. In this way, matrices B and X are
formed, according to Gharib et al. [54] so that A·X�B, as
shown in
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. (6)

.e snippet of code is used to calculate the number of
rounds within the entire network and to obtain the optimal
summary of clusters [54].

For (k= 1; k<m+ 1; k++)
I_max := argmax(i= k, . . ., m, abs(A[i,k]));
If (A[i_max, k] = 0)
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Error “Matrix is singular!”;
Swap rows (k, i_max);

.e snippet of code is used to calculate the packet in-
formation that is sent to the BS and the tenth node dead
[54, 55].

For (i� k+ 1; i<m+ 1; i++)
For (j� k+ 1; k< n+ 1; j++)
A[i, j] :�A[i, j]−A[k, j]× (A[i, k]/A[k, k]);
A[i, k] :� 0;

Figure 1 represents the system model which shows the
flow of the proposed DEEC-Gaussian algorithm.

3.3. Energy Consumption. .e energy usage varies from 0.5 J
to 0.8 J initiated at every point for the sensors by clustering
nodes of the sensors in the network. .e proposed approach
with the use of the DEEC-Gaussian algorithm helps to provide
an adaptive efficient use of energy resources of sensor nodes.

3.4. Performance Evaluation. .e proposed DEEC-GAUSS
was simulated in MATLAB 2020b, and the results were
plotted. .e system configuration was Intel Core i7-
8650U CPU @1.90 GHz, 2.11 GHZ, installed memory
(RAM) 8,00 GB (7,85 GB usable), System type 64-bit
operating system, and the x64-based processor running
Windows Operating System 10. .e simulation was
performed over 120 times with varying conditions such as
identification of numbers for the nodes and the identi-
fication of cluster heads. .e network sensing area was
pivoted to 100 ×100m2. .e simulations are on WSNs #1
for 1000 to 1500 nodes and 10 cluster heads. .e base

station is situated at the edge of the sensor area at
(100 ×100). .e DEEC-GAUSS, DEEC-E, DDEEC_E, and
DEEC were run 120 times, and the average of the result of
the output data was selected for representing the results in
the graph charts. .e DEEC-Gauss algorithm was tested
with a predefined clustering population. .e different
parameters presented for the simulation are displayed in
Table 1.

3.5. Network Requirement for Deployment. .e segments of
the simulation in square field location are expanded by
m×mmeters, wherem= 100..e starting point is present at
the center of the area of the location. .e entire network
comprises n= 1000 to 1500 sensor nodes just as shown
explicitly enough in Table 1.

3.6. $e Performance Criteria Used. .e metric of parame-
ters that are used for the performance and summarize the
clustering operation lifetime, the number of sensor nodes,
alive nodes, and the number of information packets ac-
knowledged at the base station are as follows:

(i) Data Packet. It is the total number of data packets
of messages that are acknowledged at the base
station and their output varies from time to time.

(ii) Alive Nodes. .e set of nodes that has not used up
their energy.

(iii) Sensor Nodes (SNs). .ese are the electronic
component which helps to identify the environ-
mental parameters such as light, humidity, pres-
sure, temperature, processing power, memory, and
energy.

Input: .e network parameters of the network with N nodes
Given Matrix a[1 : n, 1 : n+ 1]
Output: x[1 : n]
Parameters:

(1) for k� 1 to n− 1
(2) for i� k+ 1 to n
(3) u� aik/akk
(4) for j� k to n+ 1
(5) aij� aij–u ∗ akj
(6) next j
(7) next i
(8) next k
(9) xn� an, n+ 1/ann
(10) for i� n to 1 step −1
(11) sum� 0
(12) for j� i+ 1 to n
(13) sum� sum+ aij ∗ xj
(14) next j
(15) xi� (ai, n+ 1− sum)/aii
(16) next i
(17) end algorithm

ALGORITHM 1: Sequential algorithm 1: Gauss elimination algorithm [54].
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(iv) Base Station (BS). .is comprises more compu-
tational power, energy resources, and communi-
cation channel.

(v) Clustering. .e wireless sensor network nodes are
arranged in the circular form of the cluster within
the sensing area range. Many nodes are deployed
in the environment with its application which is
classified as hierarchical, grid base scheme, and
heuristic form. Clustering normally adjusts using
sensing range, and metrics are used for distance
measurements between the nearest node from the
base station to the destination sensor node.

(vi) Cluster Head. CH helps to gather the packets of
information from the sensors and coveys captured
data to the base station.

(vii) Stability Period. It helps to account for the time
taken from the primary network deployment
through the path until the death of the first sensor
node is thrown up.

(viii) Network Lifetime. .e energy consumption in the
network lifetime is identified and specified as the
amount of time it takes to deplete till the death of
the first node or till the death of the lower
number of sensor nodes. Our purpose of such
explanation is to utilize the number of sensor
nodes that can represent a speculated area for a
specific time.

(ix) $roughput. .is is defined as the number of
processes absorbed per unit time comparatively,
which may be explained as the number of data sent
to the cluster and collation of packets sent to the
base station of the successful operation of the task.

(x) Total Residual Energy..is is defined as the points to
the total of energy left in the entire network re-
gardless of the node type. .e summation of energy
that is not utilized within the network per unit time
represents the amount of energy taken to perform
the available setup for a specific period of rounds.

4. Simulation and Analysis

In this section, we will throw light on the simulation results
of the proposed novel DEEC-Gauss algorithm, and the
comparison analysis with the state-of-the-art clustering al-
gorithms. .e state-of-the-art algorithms were Distributed
Energy-Efficient Clustering Extended (DEEC_E), Developed
Distributed Energy-Efficient Clustering Extends
(DDEEC_E), and Distributed Energy-Efficient Clustering
(DEEC) with normal, advance, and supernode classifica-
tions. .ese various algorithms were run at different in-
tervals more than 360 times. Each algorithm was run 120
times using initial energy of 0.5 J to 0.8 J, and the average
result was selected.

4.1. Results for First Node Dead and Tenth Node Dead.
.e clustering algorithms were calculated with respect to the
stability of the networks for the first node dead (FND), the

Start

Set model parameters

Initial energy using equation (1)

Initialize Gauss elimination
energy using equation (2)

Evaluate and start iteration
processes for first node dead

Compute T and calculate energy
for sensor node using equation (3)

Check if
sensor nodes > 1

Calc. the Pi energy required using equation (4)

Update Gauss position of alive node
using equation (6)

Terminate
condition met?

Output the optimal result on energy and
calculate sensor node using equation (5)

End

No

No

Yes

Yes

Figure 1: Proposed DEEC-Gaussian algorithm.

Table 1: Network simulation requirements.

Parameters Value
Network field (100, 100) m2

Number of nodes 1000–1500
E0 (initial energy of normal nodes) 0.5 J–0.8 J
Message size 5000 bits
Eelec 50 nJ/bit
Efs 10 nJ/bit/m2

Eamp 0.0013 pJ/bit/m4

EDA 5Nj/bit/signal
D0 (threshold distance) 100m
Popt 0.1
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number of rounds in the entire network until all the sensor
nodes die and their energy gets depreciated, and lastly, the
tenth node dead (TND). .e number of rounds was fixed at
5,000 all through the simulation rounds with energy from
0.5 J to 0.8 J. In this simulation experiment, the network
lifetime was computed in terms of rounds when the first
node dead for a different number of sensor nodes ranges
from 1000 to 1500 sensors.

.e first node dead is a crucial metric for many software
applications as the feedback from the sensor node network
depends on prolonging the time differences before the death
of the first sensor node. Figures 2–5 show the performance of
clustering algorithms, namely, DEEC_E, DDEEC_E, DEEC,
and DEEC-Gauss through the simulation rounds using
initial energy of 0.5 J, 0.6 J, 0.7 J, and 0.8 J for First Node
Dead.

4.1.1. First Node Dead. In Figure 2, it is clear that the DEEC-
Gauss for first node dead (FND) at 0.5 J initial energy was the
highest from 1000 to 1500 nodes (i.e., 1668, 1653, 1621, 1563,
1588, and 1412, respectively) while DEEC for 1000–1500
sensor nodes has the second highest (i.e., 936, 1026, 970, 979,
1036, and 1060, respectively). Figure 2 shows that the DEEC-
Gauss algorithm outclasses other state-of-the-art algorithms.

Figure 3 presents the results of the first node dead (FND)
at 0.6 J. It is clear that DEEC-Gauss is more stable and has
the highest number of nodes before the death of the first
sensor node, DEEC_E as second while the DEEC is the third,
and lastly, the DDEEC_E presented the lowest number of
sensor nodes.

Figure 5 presents the results of the first node dead (FND)
at 0.7 J initial energy. It is clear that DEEC-Gauss surpasses
with the highest number of nodes before the death of the first
sensor node, DEEC_E as second while the DDEEC_E is the
third, and lastly, the DEEC presented the lowest number of
first nodes dead.

Figure 5 presents the results of the first node dead (FND)
at 0.8 J. Figure 5 shows that the novel DEEC-Gauss algo-
rithm outperformed other state-of-the-art approaches for
the first node dead (FND) at 0.8 J initial energy. .e number
of first nodes dead for DEEC-Gauss has the highest stability
followed by, DEEC_E, DDEEC_E, and DEEC that has the
lower number of first nodes dead from the figure.

Hence, we can conclude that our proposed method aids
in a longer stability period of the WSN. We use 0.1 Popt
parameters that were generated randomly. .e proposed
DEEC-Gauss has a great privilege in delaying the round of
iterations by elongating the dead of the first node.

4.1.2. Tenth Node Dead. .e tenth node dead (TND) is a
crucial metric for different applications for the critique from
the sensor must be stabilized to prolong the time similarity
before the death of the tenth node.

Figure 6 presents the results for initial energy of 0.5 J; it
shows the performance of DEEC-Gauss clustering algo-
rithms in terms of tenth node dead (TND) for initial energy
of 0.5 J at 1000 to 1500 rounds. Figure 6 presents that DEEC-
Gauss outperforms another state-of-the-art algorithm

followed by DEEC which is the second; thirdly, DEEC_E has
the 3rd highest number of stabilities followed by DDEEC_E
which is the fourth.

Figure 7 presents the results for initial energy of 0.6 J
and shows the performance of DEEC-Gauss clustering
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algorithms in terms of tenth node dead (TND) for initial
energy of 0.6 J at 1000 to 1500 rounds. It presented that
DEEC-Gauss stability for the TND outperforms the other
state-of-the-art algorithms followed by DEEC which is the
second; thirdly, DDEEC_E has the 3rd highest number of
stabilities followed by DEEC_E which is the last.

Figure 8 presents the initial energy of 0.7 J at 1000 to
1500 rounds and shows the performance of the proposed
DEEC-Gauss clustering algorithms in terms of tenth node
dead (TND) from 1000 to 1500 rounds. Figure 8 shows that
DEEC-Gauss outperforms other state-of-the-art algorithms
followed by DEEC_E which is the second; thirdly, DEEC_
has the 3rd highest number of stabilities in terms of TND,
followed by DDEEC_E which is the fourth.

Figure 9 shows the performance of DEEC-Gauss clus-
tering algorithms in terms of tenth node dead (TND) for
initial energy of 0.8 J at 1000 to 1500 round..e figure shows
that DEEC-Gauss outpaced the other state-of-the-art al-
gorithm followed by DEEC_E which is the second; thirdly,
DDEC_E has the 3rd highest stability followed by DEEC
which is the fourth. Once the individual node runs out of its
energy usage, it is classified to be dead and it can no longer
transmit or acknowledge any data. Lofty energy efficiency
translates to low energy consumption and DEEC-Gauss aids
a longer stability period compared to the state-of-the-art
algorithms.

In conclusion, the result of the proposed DEEC-Gauss
from Figures 2–9 was able to establish a steady duration

before it throws up the first dead node and tenth node dead
where the lifetime of the network performance tends to
reduce. .erefore, taking all the simulation results into
consideration, it can be deduced that FND and TND of
DEEC_E, DDEEC_E, and DEEC tend to be inferior to the
proposed DEEC-Gauss.

4.2. Network$roughput (Package Sent to BS for 1000 to 1500
Sensor Nodes at 5,000 Rounds). In Table 2, we observed that
the number of pieces of information sent to BS from
DEEC_E, DDEEC_E, DEEC, and DEEC-Gauss was com-
puted in terms of 5,000 rounds for larger sensor nodes
ranging from 1000 to 1500 sensors. Table 2 presents the
average results of the packets sent to BS for initial energy of
0.5 J; DEEC-Gauss gave the 2266873 packets, followed by
DDEEC_E which is 2101192 as the second; thirdly, DEEC
shows the average of 2061487 while DEEC_E average is
1962210. We observed that DEEC-Gauss outclasses other
compared state-of-the-art methods.

In Table 3, we observed that the number of packages sent
to BS from DEEC_E, DDEEC_E, DEEC, and DEEC-Gauss
was computed in terms of 5,000 rounds for multiple sensor
nodes ranging from 1000 to 1500 sensors. Table 3 presents
the average results of the packets sent to BS for initial energy
at 0.6 J; DEEC-Gauss evidenced 2709669 number of packets,
followed by DDEEC_E which is 251992 as the second;
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thirdly, DEEC shows the average of 2459632 while DEEC_E
average is 2314094. We observed that DEEC-Gauss out-
classes other state-of-the-art algorithms.

In Table 4, we observed that the number of packets sent
to BS from DEEC_E, DDEEC_E, DEEC, and DEEC-Gauss
was computed in terms of 5,000 rounds for many sensor
nodes ranging from 1000 to 1500 sensors. Table 4 presents
the average results of the packets sent to BS for initial energy
of 0.7 J; DEEC-Gauss gave the 3293861 packets, followed by
DEEC which is 2850419 as the second; thirdly, DDEEC_E
shows the average of 2554528 while DEEC_E average is
2101554. We observed that DEEC-Gauss has the best result
compared to other state-of-the-art algorithms.

In Table 5, we observe that the number of pieces of
information sent to BS from DEEC_E, DDEEC_E, DEEC,
and DEEC-Gauss was computed in terms of 5,000 rounds
for many sensor nodes ranging from 1000 to 1500 sensors.
Table 5 presents the average results of the packets sent to BS
for initial energy of 0.8 J; DEEC-Gauss gave the 3429624
packets, followed by DDEEC_E which is 2264099 as the
second; thirdly, DEEC shows the average of 2999752 while
DEEC_E average is 1375729.We observed that DEEC-Gauss
surpasses other state-of-the-art methodologies.

In summary, from the result shown in Tables 2–5, it is
greatly evidenced that the proposed novel method, DEEC-
Gauss, outperformed other modish approaches in terms of
information sent to BS for initial energy ranging from 0.5 J to
0.8 J. .e proposed DEEC-Gauss has more packets sent
successfully within a short time frame with an outshine

number of packets to BS which helps to minimize energy
reduction.

4.3. Network Execution Lifetime for Various Algorithms.
Figure 10 shows the energy execution time of sensor nodes
ranging from 1000 to 1500 nodes for initial energy of 0.5 J as
displayed above; it shows that the novel DEEC-Gauss al-
gorithm takes minimal overall processing time, followed by
DEEC_E, DDEEC_E, and DEEC.

Figure 11 displays the energy execution time of sensor
nodes ranging from 1000 to 1500 nodes for initial energy of
0.6 J as displayed; it shows that the novel DEEC-Gauss al-
gorithm takes the minutest processing time to outdo other
state-of-the-art algorithms, followed by DDEEC_E,
DEEC_E, and DEEC in terms of the network processing
time.

Figure 12 evidenced the energy execution time of
sensor nodes ranging from 1000 to 1500 nodes for initial
energy of 0.7 J as displayed; it shows that the proposed
DEEC-Gauss algorithm takes the least overall processing
time to defeat ingenious algorithms, followed by
DDEEC_E, DEEC_E, and DEEC in terms of the network
processing execution time.

Figure 13 displays the energy execution time of sensor
nodes ranging from 1000 to 1500 nodes for initial energy for
0.8 J as displayed; it shows that the novel DEEC-Gauss al-
gorithm takes the tiniest overall processing execution time to
outshine other state-of-the-art algorithms followed by

Table 2: .e packets were sent to the base station (BS) at 5,000 rounds during the network lifetime for 1000–1500 nodes using the initial
energy at 0.5 J.

(0.5 J) packets to BS 1000 1100 1200 1300 1400 1500
DEEC_E 2299147 1747222 1812327 1897495 2972858 1044212
DDEEC_E 1651657 1831408 2011056 2191231 2359665 2562135
DEEC 1642586 1814549 1972937 2141413 2314287 2483149
DEEC-Gaussian 2664820 1969365 1992174 2142015 2389161 2443705

Table 3: .e packet was sent to the base station (BS) at 5,000 rounds during the network lifetime for 1000–1500 nodes using the initial
energy at 0.6 J.

(0.6 J) packets to BS 1000 1100 1200 1300 1400 1500
DEEC_E 2883808 2176074 1621066 1677306 2732089 2794223
DDEEC_E 2006226 2203700 2386415 2615344 2828253 3080011
DEEC 1933457 2187199 2370779 2547407 2755169 2963779
DEEC-Gaussian 3038200 2218011 2422230 2644551 2920793 3014229

Table 4: .e packet was sent to the base station (BS) at 5,000 rounds during the network lifetime for 1000–1500 nodes using the initial
energy at 0.7 J.

(0.7 J) packets to BS 1000 1100 1200 1300 1400 1500
DEEC_E 3338721 390056 2439559 380501 2508438 3552050
DDEEC_E 2362573 245102 2800331 3044108 3306804 3568250
DEEC 2246848 2499249 2725818 2966581 3216831 3447189
DEEC-Gaussian 2247434 3653446 2822387 3970148 3450988 3618760
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DDEEC_E, DEEC, and DEEC_E in terms of the network
processing time.

.erefore, drawing inferences from all figures, we can
state that the network lifetime to send successful packets to
the BS for the proposed novel DEEC-Gauss algorithm was
the most efficient clustering algorithm while DEEC falls
into the second; DEEC_E is the third class, and DDEEC_E
is the last from the simulation analysis that was performed
concerning the network execution time. DEEC-Gauss
spent the minimal flow to send a huge amount of infor-
mation within a short amount of period for energy levels of
0.5 J to 0.8 J, respectively, for all processes of nodes from
1000 to 1500 with static 5000 rounds throughout the
simulation.

5. Conclusions

.is research paper presented a hyper-heuristic multisensor
energy-efficient model for the optimization of energy effi-
ciency in wireless sensor networks for 1000 to 1500 nodes as
compared to wireless sensor networks on a smaller scale
[56]. .e simulation result is evidenced with the presented
approach of DEEC-Gauss compared with the indigenous
benchmarked clustering methodology. .e power efficiency
management adds heterogeneity in the network by intro-
ducing minimal cluster head packets to conserve energy
optimization than the state-of-the-art clustering algorithms,
namely, DEEC_E, DDEEC_E, and DEEC. To sum up, the
simulation shows that the presented method has the best-
optimized achievement, and it helps to increase the network
lifetime and network throughput execution time to the base
station, hence optimizing efficiency and enhancing the
stability of the networks. .is means that DEEC-Gauss
overcomes more depth to overcome the challenges
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Table 5: A packet was sent to the base station (BS) at 5,000 rounds during the network lifetime for 1000–1500 nodes using the initial energy
at 0.8 J.

(0.8 J) packets to BS 1000 1100 1200 1300 1400 1500
DEEC_E 3723029 249673 281766 312635 331763 3355506
DDEEC_E 2690078 2926016 3274822 3510145 3781593 4001940
DEEC 2472324 2718987 3052043 3270663 3528774 2955721
DEEC-Gaussian 2543934 2798712 3118411 3542941 3620260 4953488
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encountered by the state-of-the-art algorithms. .e pre-
sented approach has an excellent duration to send packages
successfully to the base station (BS) for thousands of sensor
nodes. Finally, the presented approach presented an opti-
mized energy-efficient clustering to ensure a more stabilized
period for larger WSNs’ flow of operation. Our recom-
mendation for the future is to implement node localization
algorithms to thousands of sensor nodes with varieties of
energy requirements to evaluate their efficiency in others to
overcome the challenges of node localization to pull through
it for a longer duration and to add more value for the
network services.
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