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This paper investigates the design of the joint user pairing and power allocation scheme with transmission mode switching (TMS)
in downlink multiple-input-single-output (MISO) systems. Firstly, the closed-form expressions of the boundary of achievable rate
region of two candidate transmission modes, i.e., non-orthogonal multiple access based maximum ratio transmission (NOMA-
MRT) and minimum mean square error beamforming (MMSE-BF), are obtained. By obtaining the outer boundary of the union of
the achievable rate regions of the two transmission modes, an adaptive switching method is developed to achieve a larger rate
region. Secondly, based on the idea that the solution to the problem of weighted sum rate (WSR) optimization must be on the
boundary of the achievable rate region, the optimal solutions to the problem of WSR optimization for NOMA-MRT and MMSE-
BF are obtained for the two-user case, respectively. Subsequently, by exploiting the aforementioned optimal solutions for two
transmission modes and the high efficiency of TMS, a suboptimal user pairing and power allocation algorithm (JUPA) is proposed
to further improve the sum rate performance for the multiuser case. Compared with the exhaustive search-based user pairing and
power allocation algorithm (ES-PPA), the proposed JUPA can enjoy a much lower computational complexity and only suffers a
slight sum rate performance loss, and it outperforms other traditional schemes. Finally, numerical results are provided to validate
the analyses and the proposed algorithms.

1. Introduction

With the continuous emergence of new application sce-
narios, one of the challenges faced by the future wireless
communication systems is how to provide higher-speed
downlink transmission, restricted to the scarce spectrum
resources. The traditional downlink transmission schemes
used in mobile communication systems are based on or-
thogonal multiple access (OMA) technology, e.g., frequency
division multiple access (FDMA) for the first generation
(1G), time division multiple access (TDMA) for 2G, code
division multiple access (CDMA) for 3G, and orthogonal
frequency division multiple access (OFDMA) [1, 2] for 4G.
These conventional multiple access schemes can mitigate or

avoid the interuser interference by allocating orthogonal
resources (frequency/time/code) to different users, which
result in insufficient use of spectrum resources.

Recently, non-orthogonal multiple access (NOMA) has
been considered as a promising multiple access scheme for
5th Generation (5G) wireless communication systems,
owing to its higher spectrum efficiency compared with the
conventional orthogonal multiple access schemes [3-5].
Note that Third Generation Partnership Project (3GPP) has
considered NOMA as a study item for 5G new radio (NR) in
Release 15 and decided to leave it for possible use in Beyond
5G (B5G) [6]. NOMA enables multiple users to share the
same time-frequency resource block on the same spatial
layer. NOMA is achieved by the combination of
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superposition encoding and successive interference can-
cellation (SIC), which is a method to reach the boundary of
the capacity region of degraded broadcast channel [7].

In order to further enhance system performance,
beamforming (BF) was combined with NOMA in multiple-
input-single-output (MISO) downlink [8-14]. In [8], the
sum rate maximization problem with BF vector being the
optimization variable was studied and an one-dimensional
iterative algorithm was proposed. However, for each iter-
ation, a second-order cone program convex problem needs
to be solved, which results in very high computational
complexity. Moreover, as the signals of all users are su-
perposed on one resource block, the algorithm may suffer
large process delay and error propagation of SIC for the
system with a large number of users. In [9], the sum rate
optimization problem with minimum user rate constraint
was investigated, and therefore a low-complexity BF
scheme and a user clustering scheme were proposed. Since
the presented BF scheme and user clustering scheme were
designed separately, some sum rate performance loss is
suffered. In [10], the problem for maximization of the
number of users with an ergodic user rate constraint was
considered. A power allocation scheme to satisfy ergodic
user rate constraints was proposed and then a user ad-
mission algorithm that achieves the maximum number of
users was developed to guarantee the minimum user rate
requirements. However, as the MRT beamforming is
adopted for downlink transmission, the optimization of BF
vector is not considered. By the duality between the
multiple access channel (MAC) and broadcast channel
(BC), the duality scheme for sum rate optimization was
developed in [11], which also suffers rather high compu-
tational complexity because of needing to solve a quadratic
constrained quadratic programs convex problem. Fur-
thermore, since the duality scheme is a quasi-degraded
solution to the problem of sum rate optimization actually, it
is only feasible in the case, where the channel state in-
formation (CSI) of the scheduled users meets the quasi-
degraded property. As a result, the application of the du-
ality scheme in practical systems may be heavily restricted.
In [12], the robust BF design problem to optimize the
worst-case achievable sum rate constrained by the total
transmit power was studied. In [13], the optimal BF design
problem which minimizes the total transmission power
subject to a pair of target interference-level constraints was
investigated for two-user MISO-NOMA downlink. Based
on the results obtained by Chen et al. [13], Chen et al. [14]
further proved that the minimum transmit power of the
NOMA transmission scheme was equal to that of dirty-
paper coding in two-user case, under the condition of the
broadcast channel being quasi-degraded. Furthermore, a
hybrid NOMA (H-NOMA) precoding algorithm with low
complexity is proposed by combining NOMA with zero-
forcing beamforming (ZFBF). The summary of comparison
of this paper with the existing works [8-14] is shown in
Table 1.

Dynamic user clustering and user pairing are effective
methods to achieve the viable benefits of NOMA in pro-
viding high spectral efficiency [15-17]. In [15], the impact of
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user pairing on the performance of the two-user NOMA
systems is characterized. It was shown that the performance
gain of NOMA over conventional multiple access can be
further enlarged by selecting users whose channel conditions
are more distinctive. In [16], the problem of jointly opti-
mizing user association and power control to maximize the
overall spectral efficiency was investigated for NOMA-based
tull-duplex MIOS systems. To be spectrally efficient, the
tensor model was introduced to optimize uplink users’
decoding order and downlink users’ clustering. In [17], a
novel hybrid user pairing beamforming (HUP) scheme was
proposed to maximize the achievable spectral and energy
efficiencies for multiuser MISO-NOMA downlink systems
with simultaneous wireless information and power transfer
(SWIPT). In the proposed HUP scheme, two information
users with distinct channel conditions are paired while
energy users located near the BS perform energy harvesting.

Due to the equivalence between the maximization of
the weighted sum rate (WSR) and the acquisition of the
maximum WSR point on achievable rate region of the
MISO downlink, the problems of characterization of the
achievable rate region for MISO broadcast channel
[18, 19] and for MISO interference channel [20-22] were
investigated, respectively. Specifically, in [18], the set of BF
vectors which achieve points on the boundary of
achievable rate region of two-user MISO broadcast
channel is characterized by a single real valued parameter
per user. In [19], the design of adaptive transmission mode
switching to derive the larger rate region for the two-user
MISO broadcast channel is investigated. An explicit
characterization of the boundary of achievable rate region
for multiuser MISO interference channel was obtained in
[20]. A general framework for finding the maximum sum
rate operating points on the boundary of the achievable
rate region for the two-user MISO interference channel
was proposed in [21]. In [22], the achievable rate region of
two-user MISO interference channel for single user de-
tection was obtained.

Although the aforementioned schemes can provide ef-
ficient solutions with several advantages, they bring few
insights about their optimality, compared to the achievable
rate regions for downlink MISO systems with transmission
mode switching. In this paper, we compare the achievable
rate regions obtained by NOMA-MRT and MMSE-BEF. Then,
we find that when the channel vectors of the two users are
greatly correlated, the achievable rate region of NOMA-
MRT includes that of MMSE-BF completely. However, when
the two channels are almost orthogonal, the opposite is true.
Consequently, we focus on the design of adaptive trans-
mission mode switching (TMS) between NOMA-MRT and
MMSE-BF to maximize the sum rate for multiuser MISO
downlink by utilizing the idea of user pairing.

The main contributions of this paper are listed as follows:

(1) By combining MRT beamforming and NOMA, a
novel transmission scheme referred to as NOMA-
MRT for MISO downlink is proposed and the cor-
responding closed-form expression of the boundary
of the achievable rate region is achieved. Moreover,
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TaBLE 1: Comparison of this paper with the existing works [8-14].
Research works (8] [9] [10] [11] [12] [13] [14] This paper
. MU MU
Scenario MISO MISO MU MISO TU MIMO MU MISO  TU MISO MU MISO MU MISO
Main objectives Sum Sum rate Number of Sum rate WC sum Iransmit Iransmit Sum rate
rate users rate power power

o . Precoding
Optimization variable =~ BV~ BV+CM Power matrix BV + power BV BV+CM BV+UPM+CP
Joint optimization - No - - No - Yes Yes
User number in a MU MU MU TU MU TU TU TU
cluster
MAC-BC duality i:(ti Not used  Not used Used Not used Not used Not used Used
Each BE vector serves Yes Yes Yes Yes No Yes Yes Yes
single user
Complexity High  Medium  Medium High Medium Medium Low Low
Need for iteration Yes Yes Yes Yes Yes Yes No No

. PD and PD and Only feasible in Spectral Spectral Spectral
Main challenges EP Ep PD and EP QDC PD and EP efficiency efficiency efficiency

“TU” and “MU” represent two users and multiple users, respectively. “BV” and “WC sum rate” represent BF vector and worst-case sum rate, respectively.
“UPM” and “CM” represent user pairing relationship matrix and clustering relationship matrix, respectively. “CP” and “QDC” represent control parameter
for TMS and quasi-degraded channel, respectively. “PD” and “EP” represent processing delay and error propagation of SIC, respectively.

building on the duality of MAC and BC, the closed-
form expression for the boundary of the achievable
rate region of MISO broadcast channel with MMSE-
BF adopted at BS is given. Subsequently, by
obtaining the outer boundary of the union of the
achievable rate regions of the two transmission
schemes, an adaptive transmission mode switching
method is developed to achieve a larger rate region
for the two-user case.

(2) Based on the idea that the solution to the problem of
WSR optimization must be on the corresponding
boundary of the achievable rate region and the
closed-form expression of the rate region boundary
in any channel condition, the global maximum
value of the transformed WSR (the unary function)
can be found by selecting the maximum among the
function values at the end of the interval and the
local maximum values of WSR. Consequently, two
optimal power allocation algorithms, i.e., power
allocation algorithm for NOMA-MRT mode
(NOMA-MRT-PA) and power allocation algorithm
for MMSE-BF mode (MMSE-BF-PA), are proposed
by focusing on the case with two users.

(3) Building on the NOMA-MRT-PA and MMSE-BEF-PA,
a novel joint user pairing and power allocation algo-
rithm (JUPA) is proposed for the multiuser case.
Subsequently, by the combination of JUPA and the
idea of TMS between NOMA-MRT and MMSE-BF, a
practical transmission method is developed. By making
use of the closed-form expression of the optimal so-
lution by NOMA-MRT-PA (MMSE-BF-PA), JUPA
can be performed with a low computational com-
plexity, while the exhaustive search-based user pairing
and power allocation algorithm (ES-PPA) requires
extremely high complexity, compared with which
JUPA only suffers a slight performance loss.

The remainder of this paper is organized as follows.
Section 2 briefly describes the system model and introduces
the NOMA-based beamforming scheme. In Section 3, the
closed-form expressions of the achievable rate region
boundary of MISO broadcast channel by using NOMA-
MRT and MMSE-BF are obtained. Consequently, an
adaptive switching method is proposed in Section 4. In
Section 5, two optimal power allocation algorithms for
NOMA-MRT mode and MMSE-BF mode are presented, by
which a joint user pairing and power allocation algorithm is
also developed, respectively. The numerical results are il-
lustrated in Section 6, and finally conclusions are drawn in
Section 7.

Before proceeding, we introduce the following notation.
Throughout the paper, we denote column vectors x and
matrices X by bold lower-case and upper-case letters, re-
spectively. ()" represents the complex conjugate transpose
of a vector or matrix. The absolute value of a scalar is
denoted by | - | and the norm of a vector is denoted by | - |.
x € C™! means that x is an M x1 complex vector.
EN (4, %) denotes a complex Gaussian random variable
with mean p and variance ¢%. {x,y) and £ (x,y) denote the
inner product and the angle of two complex vectors x and vy,
respectively.

2. Problem Description

2.1. System Model. We consider a downlink communication
system with one M-antenna base station (BS) and 2K (assumed
to be an even number) single-antenna users, from which K user
pairs are selected and the two users in a user pair share the same
spectrum. The BS serves one user pair in each time-frequency
resource block, and the data transmission for the user pair can
adaptively switch between two transmission modes, ie.,
NOMA-MRT and MMSE-BF, according to the channel state,
as shown in Figure 1. When the channel vectors of the two
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FIGURE 1: System model with transmission mode switching between NOMA-MRT and MMSE-BF. (a) NOMA-MRT mode. (b) MMSE-BF

mode.

users in a user pair are greatly correlated, the NOMA-MRT
mode is usually selected to achieve larger sum rate in the
system. However, when the two channels are almost orthog-
onal, the MMSE-BF mode is selected normally (see Section 6.1
for details). In the NOMA-MRT mode, MRT beamforming is
performed at the BS and SIC is executed at the user with strong
channel conditions in the user pair. Specifically, for example,
user n with strong channel conditions in user pair 1 first
decodes the signal s,,, | of user 7 in the user pair 1 and subtracts
this from its received signal y, ;. As a result, user n can decode
its own signal s, ; without the interference caused by user m.
However, user m in user pair 1 simply treats s, ; as noise and
decodes its own signal s, ;. In the MMSE-BF mode, MMSE
beamforming is adopted for the user pair at the BS. 2K users are
assumed to be uniformly located within a cell with a radius of
R, and the BS is deployed at the center of the cell. Here, we
consider user pairing, i.e., selecting two users to form a group,
in the system model for the following reasons. In the NOMA
downlink, users cancel the co-channel interference by per-
forming SIC. However, with the number of users in a group
growing, the processing complexity and delay at users dra-
matically increase [23]. As a result, we consider only grouping
two users and adopting user pairing scheme to decrease
processing complexity and delay in the NOMA downlink. The
observation at user i in the user pair j is given by

yi,]-:hfjx+zi’j, i=m,n;j=12,...,K, (1)
where h; ;~€.4/ (0, o} jly) is the channel vector from BS to
user i in the user pair j, z; ;~€#(0,N,)) is the additive
white Gaussian noise (AWGN) at user i in the user pair j,
and N, is the corresponding noise power. For the channel
vector h; ;, the variance of the channel from BS to user i in
the user pair j is modeled as [14, 24]

o = di’,;x') if di,j > do; (2)
Sk
dy,*, otherwise,

where d; ; denotes the distance between BS and user i in the
user pair j, a' denotes the path loss exponent, and the

parameter d, avoids the singularity when d,; is small.
Furthermore, X; = /P, Wy, Sy j + \/PnjWn,jnj is the sig-
nal transmitted by the BS for the user pair j, where s; ; and
w; ; are the scalar signal and normalized BF vector for user i
in the user pair j, respectively. p;; is the transmit power
allocated to user i (i = n,m) in the user pair j. Assume that
the BS can obtain the perfect CSI.

For convenience, we omit the subscript j of the variables
mentioned above in the following. In this paper, we attempt to
maximize the sum rate of users by jointly optimizing the pairing
relationship matrix U as well as power allocation vector p,,, ,, and
control parameter T,,, for TMS of each user pair. Mathe-
matically, the optimization problem can be formulated as

2K 2K
(P1): max Z Z Uy, (R, +R,), (3a)
PV 21 1 ’

st. T,,€{0,1}, 1<m,n<2K, (3b)
Uy, €{0,1}, 1<m,n<2K, (3¢)
Upp = Uy 1<m,n<2K, (3d)
Upm =0, 1<m,n<2K, (3e)

2K
You,, =1, 1<n<2K, (3f)

m=1

2K
Zum,n =1, 1<m<2K, (3g)

n=1
0<uty,, (P + Po) <P, 1<mn<2K, (3h)
||wm|| = ||wn|| =1, 1<m,n<2K, (3i)

where R; is the date rate of user i in the user pair {m,n},
i =m,n. U is the user pairing relationship matrix with 2K
dimensions, in which the m-th row and n-th column element
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is denoted by u,,,.. p,.,, = [Pm> P,] and T, are power al-
location vector and control parameter for transmission
mode switching of the user pair {m,n}. As shown in (3b),
T,.. = 1 denotes that the transmission mode NOMA-MRT
is selected for the user pair {m, n} at BS. Otherwise, MMSE-
BF is performed for the user pair {m,n}. In (3¢), u,,,, = 1
represents that users m and n are paired together and
constitute a user pair. Otherwise, users m and n are not
paired together. (3d) and (3e) imply that U is a symmetric
matrix, and the diagonal elements are zero as a user cannot
be paired with itself. (3f) and (3g) indicate that a user can be
paired with only one user. Furthermore, (3h) represents the
total power allocated to a user pair {m,n}, which is upper
bounded to P. (3i) denotes that the BF vectors are nor-
malized in this paper.

It is hard to achieve the optimal solution to the problem
(P1) due to binary constraints of u,,,, and the nonconvex
property of the achievable rate of user 7, which is the data rate
of user i with the equality holding in (4) or (7). Therefore, for
the treatability of the problem (P1), we select the BF scheme
(i.e., control parameter for TMS) with the larger sum rate for
a user pair, among MMSE-BF and NOMA-based BF, instead
of jointly optimizing BF vector for all users, in the process of
jointly optimizing the pairing relationship matrix U, power
allocation vector p,,,, and control parameter T,,, of each
user pair.

2.2. Achievable Rate Region of the Existing BF Schemes.
For conventional linear BF scheme, such as ZFBF, MRT, and
MMSE-BF, given a fixed normalized BF vector w;, the
achievable rate region of the MISO broadcast channel (BC)
is given by the set of rate tuples (R,,,R,) satisfying

R; < log(1+ le), (4)
where

)= pi|thwi|2
l Ny + P¢(i)|h1HW¢(i)'2

(5)

is the signal-to-interference-plus-noise ratio (SINR) of user i
with p,, + p, <P, i = m,n. The mapping function ¢ (i) is
defined by

i=m,

n,
¢ (i) ={ (6)

m, i=n,

and P is the total transmit power for each user pair. When
the equality holds in (4), the rate tuple (R,,, R,) achieves on
the boundary of the achievable rate region with p,, + p, = P

2.3. Achievable Rate Region of NOMA-Based BF Scheme.
For two-user MISO downlink with the NOMA-based linear
BF scheme adopted at the BS, SIC is implemented at the user
with strong channel conditions. Therefore, for a fixed
normalized BF vector w;, when SIC is carried out at user n
with strong channel conditions, the achievable rate region of

the MISO broadcast channel by using NOMA-based linear
BF at the BS can be formulated by the set of rate tuples

satistying
2
n hHwi’l
R, < 10g<1 + p}:]i),
’ (7)

R, <min{log(1+7},,), log(1+y,)}.

where log (1 + y7, ) denotes the achievable rate for user 1 to
detect user m’s message and y;, , is the corresponding SINR,
ie.,

H_ |2
h,, wm|

Pm
NO+Pn

(8)

B _
ym,n h H 2°
n Wm

In this paper, the angle between h,,, and h,, is denoted by
o, where

hi'h,,|
[

cos® (@) 9)

Without loss of generality, we set a € [0, 7).

2.4. The Equivalence between Maximizing WSR and Enlarging
Achievable Rate Region. For a given weight vector, the
solution of optimization problem of maximizing WSR must
be on the boundary of achievable rate region of the two-
user MISO broadcast channel [19]. Thus, maximizing the
WSR in MISO downlink systems is equivalent to enlarging
the corresponding achievable rate region as much as
possible.

In this paper, from the perspective of achievable rate
region, we investigate the design of the suboptimal algo-
rithm for the solution to the problem (P1) based on
transmission mode switching between NOMA-based BF and
MMSE-BF.

3. Analysis on Rate Regions of NOMA-MRT
and MMSE-BF

3.1.  Achievable  Rate  Region of NOMA-MRT.
Geometrically, the BF vector w; of user i with MRT is aligned
with the spatial direction of h; to maximize the length of the
projection of w; onto h; Therefore, the maximum of the
signal-to-noise ratio for user i can be achieved by using
MRT. The normalized BF vector of user i by using MRT is
given by

MrT _ by
i - b
B LY

w i=m,n (10)

NOMA-MRT is the combination of NOMA and MRT,
i.e., performing MRT beamforming at the transmitter and
executing SIC at the receiver with strong channel conditions
for two-receiver case.
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Lemma 1. When |h, | <|h,|, the achievable rate region
boundary of NOMA-MRT for MISO broadcast channel can be
expressed as follows:

Case (1). 0> 0.

r = log(1+7, [ ).

. — 2
10g<1+pm“hn"(1_9)>’ (n,msoor(n,m<ﬁnsp’

1+ 5, (11)

Pl

where
_[nd* -0 - |n, [

o i, i (6 )

(12)

where 6 = Sinza’ P =P/Z\IO’ pm =p_f~)n’ and ﬁi =
pilNgy, i =m,n.
Case (2). 8 =0.

r, = 10g<1 +ﬁnnhn"2>,

- 2
Ty = log<1 + 7Pm~"hm" 2).
L+ [

Proof. See the Appendix. O

(13)

Lemma 2. When ||h,, || = [[h,|| = I, the achievable rate region
boundary of NOMA-MRT for MISO broadcast channel can be

expressed as
2
Pl
r, = 10g<1 + TQ),

2
T = log(l +7pml 2).
No+p,l

Proof. See the Appendix. O

(14)

3.2. Achievable Rate Region of MMSE-BF. The MMSE-BF can
optimally trade off fighting interference to other users and
the background Gaussian noise, i.e., the MMSE-BF can
maximize the output SINR for any value of signal-to-noise
ratio (SNR) [25]. Such a beamformer looks like the zero-
forcing beamformer when the interuser interference is large
and like the MRT beamformer when the interference is
small. The geometric description of normalized BF vectors
for ZFBF, MRT, and MMSE-BF is shown in Figure 2.

log 1+ > {n)mZPOYOSﬁnS(n)m,
_ < 1+m%ﬂ%v&)

By MAC-BC duality theory [25], the MMSE beamformer
in BC is exactly the MMSE receiver filters in dual MAC.
Therefore, the sets of achievable SINRs are the same in both
cases with the same total transmit power constraint. Con-
sequently, we have the following lemma.

Lemma 3. By the duality of MAC and BC, the achievable rate
region boundary of BC by using MMSE-BF can be written in
terms of that of the dual MAC with MMSE receiver filter. The
set of rate tuple (7,,7,) on the achievable rate region
boundary of BC satisfies

7, = log(l + ylM), i=m,n, (15)
where
2 2.\?
o P ( ool e)

; : (16)
i+ Py By (1-0)

>

where ;= pg Il [0 + 2p¢(i)||h¢(i)||29 +1, p;=qi/Ny,
and q; is the transmit power of user i in the dual MAC,
satisfying q; + q, ;) = P.

Proof. According to the duality between MAC and BC [25],
the normalized BF vectors of user i with MMSE-BF in MISO
broadcast channel are given by

MMSE _ (NOI + %(i)htp(i)hg(i))_ 1h1’
i = E
|(NoI + gy byb) i

By the matrix inversion lemma [26], equation (17) can be
written as

st _ <1 —<(P¢<i>h¢(z’)hf(i>)/ (1 +p§0(i)||h</>(i)||2)>>hi

"(I - ((P¢(i)h¢<i>hf(i))/<1 S L 2)))“1'“.

(18)

(17)

Wi

The SINR yM of user i in dual MAC with MMSE receiver
filter has the following form:
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FIGURE 2: The geometric description of BF vectors for ZFBF, MRT, and MMSE-BF. For ZFBF scheme, wiZFBF is orthogonal to h,

(@) 0<a<n/2. (b) n/2<a<.

HMMSE2
o afw™
Yi

MMSE 2 (19)
No+ 4,3 |h<p(1 |

According to the definition of inner product, equation
(19) can be rewritten as

2 2
yi\/{ _ %"hz“ Cgs ﬁlz , ae [0’ (7_[/2)),
Ny + 4, "hq,(i) " cos” (a+ ;)
(20)
2 2
oo,

No+ 4,3 “h(p(i) ”2C052 (a=p)
(21)

where f3; represents the angle between wMMSE and h;, o + f3;
is the angle between w;}"*" and h,,; when a € [0, (71/2)),
and « — f; is that when « € [(71/2), 1), i = n,m, as illustrated
in Figure 2.

The square of the cosine value of f3; can be expressed as

MMSE 2
(W™, ) |

cos’B; = (22)
I
By substituting (18) into (22), we can derive
2
m2(1+pi h, %)
e .

)

H
5= | 1- 2000 ‘”(’)z)hi. (24)
1+ Psv(i)"hqo(i)"

I (1+ poco By

where

According to the definition of inner product, s; can be
written as

7
W’{,\/IMSE W}%FBF
er;/lRT
(b)
ol i =m,n.
2
.o Pq;(i)"hq;(i)" (hyhy g ohy )
i =N 5
(O L I L ||
25)

NS A0 e AC) N

1

h
P¢<,)|| o) " i 1—[ i

1+ 2y [Boo | Boio

where th(,-)hi represents the orthogonal projection of h;

onto h, ;. The norm of s; is given by

Isil =Ty + (1 - (g7 - 2.) (26)

where g; = p,;lh, I)II I(1+py il ,)II ). By substituting
(26) into (23), we can obtain

2 \2
(1 + Pyt By ‘9)

(1 +P<ﬂ(i)|'h¢(i)|'2>2(1 +(1- 9)(%2 _

oszﬂi =

24:))
(27)

When a belongs to the interval [0, (7/2)), the angle
between w}™F and h,;, is @+ f5; and the square of the
cosine value of & + B; can be expressed as

cos” (a+ ;) = (1 - B)cos’B; + O sin’p;
—2+/0(1 - 0) sin f3; cos ;.

Then, we consider f; € [0, (n/2)). In this case, by
substituting (27) into (28), we can derive

cosz(oc+ﬁi): 5 T 1-6 -
0 ”hwo “ 0+2p,:) ||hgo(i> || 0+1

(28)

(29)
1-6

Gi

When « belongs to the interval [(71/2),7), the angle
between w)™F and h,,; is a — B;. Similarly, we have

cos” (a—B;) = 16;6 (30)

i



From (29) and (30), we can find that the expression of
cos? (a + f3;) with a € [0, (/2)) and that of cos® (a— f;) with
a € [(71/2), ) are the same. Therefore, equations (20) and
(21) can be combined into one equation. We substitute (27)
into (20) and (21), and then (29) and (30) into (20) and (21),
respectively. Subsequently, by combining (20) and (21), we
can obtain (15). O

4. Achievable Rate Region of the Adaptive
Switching Method

In this section, we first derive the intersection points of
achievable rate region boundaries of NOMA-MRT and
MMSE-BF. Based on the intersection points, we proposed
the adaptive switching method for the case with two users,
which obtains the larger achievable rate region than that
derived by employing NOMA-MRT or MMSE-BF only.

4.1. The Intersection Points of NOMA-MRT’s and MMSE-BF’s
Rate Region Boundaries. According to Lemmas 1-3, we can
compare the achievable rate regions obtained by NOMA-
MRT and MMSE-BE. Then, we can find that neither MMSE-
BF nor NOMA-MRT is optimal in all channel states.
Consequently, an adaptive switching method is preferred,
which can achieve a larger rate region than that derived by
MMSE-BF or NOMA-MRT only. Combined with the
concept of time-sharing [25], the adaptive switching method
can achieve a convex hull of the union of MMSE-BF and
NOMA-MRT’s achievable rate region.

Definition 1. If r,, (p,1) = 7, (p,x) and 7, (P,) =7, (Pos)»
Pk € [0,p],p,x € [0,p], we call that the rate region
boundaries of NOMA-MRT and MMSE-BF have intersec-
tion points at p,,; , k = 1,2, ..., «, where « is the number of
the intersection points.

The intersection points of NOMA-MRTand MMSE-BF’s
rate region boundaries are given as follows.

Case (1). When [|h,, [ <lh,|.

By combining (11) with (15), we obtain two equation
sets

2
o el (1 pli0)

pn hn (31)
Il S+ Pl (1= 6)
sl -8 palal’(1+ pbl6)
pmnhn" (1_9): mi=m n||>n ' (32)
tepbl’ crpabl1-0)
pulb (14,1, '6)
Pl = —— (33
cn-l_pm"hm" (1_9)
A G o)
Puli ' polnl (1 il ”

RN T T R N

Mobile Information Systems

By substituting (31) and (33) into (32) and (34), re-
spectively, the intersection points can be derived by
solving the following two equations:

6 5 4 3 2
C16Pp + C15Pp + CraPy T C13Py T CioPy +C1iPy + €10 =0,
(35)

where ¢ ¢ =-60'BB, ¢ =012 (3l,-3l, -0l +3
POLL) 1 = — 0L L (3pP 6222, — 2p6L1,, + 5p6L],
9pBL2 + pl2L, + 61,1, — 2612 — 01,1, + 32 — 6L 1, + 3
), ¢ = -0(-pO°LL, + PO LR, — p6PLR, + 9926
BB —20208 2, - 2p0° 212, + 3p6° 1, + p&* 1212 — 3p0I>
L, + 1208 122~ 9p0L13 — pl’L, + pl2, — 2P, + 6
L2+ 00 + 621, — 361, — I3 + 4121, — 412 + ), ¢,
= —p2 02, - p*0° L, v,, - 3p*0° P v, + 3p*0° LI+
P21, v, — PO, + p& 121, — pO°L v, + p&°LI2 + pO
By, —2p01,.v,, — pOI2l,, + 6pOl 12 v, +2p0L,12 — 2p0
B —pll, v, + 022 -20°L1,v, +46L1 v, — 601~
P2+ 1,0, — v, ¢y =2p6L1,v,v, - p@LLv, +
pOL L, v, — pOLLv, + pOLv, v, + p*0L12 v, +2pl],
Vo — P2V, v, — pOL2 v, — 0L V2, — pl2 v, — 1, v,v, 1V,

and ¢,y =pv,, (oL, + 1)1, -1, +06L), v, =p0l, +1,
v, =pl, + 1.

CZ,GPZ + Cz,sPi + 52,4P2 + Cz,aPZ + Cz,zPi +Cp1pn t+ €y = 0.
(36)
where ¢, =-6*(1-0)28; 6’12 (1-06)(2l,
~21,, +3p0l,1,); ¢y = =67 (1 = O),,, (32671212, + 4p0I2
L, —6pOLI2 +pl2l, +212 =311 +12); c,5=0(1-06)
(PPORE+ 202071212 - 6p* %12, + 20207212, + 3p0I2
L, —6pOL 2 +3p0 +p 21, —pl 2 +12-211 +12),
6= (1-0)20°0°L2, - P22, - p?0% 121, + 3p*0°1,,
2 = 3p20°13 — p?0121,, +2p°01,12, — pOI% + 3p6L,1,, — 2p
02 +pll,+ 1), and ¢, =p(1-06)(pbl, +1)
(Pelfn - Plnlm - ln)) G0 = 0.
According to equation (31) (equation (33)) with
Pm = P — Py We can obtain the result

2 2
Pn<1 +(p = pa)|h 9)

! Cn+(p_pn)“hm”2(1_0).

(37)

Here ¢, = ||hm||49(p —pn)2 + 2||hm||20(p -p)+ 1. If
the rate region boundaries of NOMA-MRT and
MMSE-BF have intersection point at p,;, k=
1,2,...,% then p,, must satisfy equation (37)

For equation (35), we consider p, € [0,pl,p, € [0,p]
when (,,, <0, or consider p, € [0,p], p, € ({,,n>p]
when 0<(,,, <p, as shown in (11). In this case, the
intersection point p, . (k € {1,2,...,x}) must satisfy
pnk € [0,p] and p,, €[0,p] when (,,<0 or
pnx € [0,p]andp, , € ((,,,,,p] when0<(, . <p, where
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(146t Inal'0)
S+ (p = P I (1 = 6)

ﬁn,k
(38)

Cn,k = ||hm||46(P - pn,k)2 + 2||hm||26(P - Pn,k) + L (39)

Similarly, for equation (36), the intersection point
Pux (k€{1,2,...,x}) must satisty p,; € [0,p], P, €
[0,p] when (,,, =porp,, € [0,p], P,k € (0,(,,,] when
0<Cppm<p.

Since deriving the analytic solution of (35) and (36) is
not a trivial thing, we use numerical method to derive
the solutions.

Case (2). When |h,, || = |[h,|l = L.
By combining (14) with (15), we derive the equation set
2 29\2
,.an:P?’ll (1+Pml 6)’ (40)
¢, +p, 2 (1-6)

2
ﬁnlz — Pmlz(l + pnlze) (41)
1+5,° ¢, +plP(1-6)

By substituting (40) into (41), the intersection points
can be obtained by solving the following equation:

2000 + 20— pl* + 1
<pi—ppn—p 9214,) )(Pn—p)

1 pO* +1
: PH+W pn_T Pnzo'

By solving equation (42), we can derive the results

(42)

Pn1 =0,
Pn2 = P>
1
Pn3 = o
(p0 +1)
Pna = e

pOI* £ \[p2 61" + 8p01° —(4pI* — 80 + 4)
201°

>

pn,(5,6) =
(43)

where p,, € [0,p], k=1,2,...,6.

In the following, we denote by p; (p;) the power al-
located to user i in the BC with MMSE-BF (NOMA -
MRT) scheme, i = m, n. Since the transmit power g; of
user i in dual MAC is not equal to the allocated power
p; for user i in the BC, we should obtain the allocated
power P, of user i to design the switching method in
the BC, which corresponds to the intersection point
pix = 9ix/Ny. According to the duality between MAC

and BC, the SINR at each point on the achievable rate
region boundary of BC by performing MMSE-BF is
equal to that on the rate region boundary of MAC with
MMSE receiver filter at the BS, i.e.,

vi=vi (44)
We substitute (18) into (5), then substitute (5) and (16)

into (44), and replace p; with p; by abuse of notation.
As a result, p; can be expressed as

gy + e (1-0))

5 (45)
eieyq) +(1- 6)<p,.||h,.|| €y +P<p(i>'|h<p<i)|

‘Bi:

P >
‘)
2

where ¢; = ||hi||42pi 0+ 20,0 + 1, e,y = P2 oyl
0+ 2p¢(l)||h¢(l)|| 0+ 1, 1=m,n.

4.2. Adaptive Switching Method to Achieving a Larger Rate
Region. Based on the aforementioned intersection points,
we develop an adaptive switching method to achieve a larger
rate region, i.e., Algorithm 1, which outputs some param-
eters such as the user’s transmit power and BF vector in any
channel condition. Combined with time-sharing, the
switching method can achieve a convex hull of the union of
NOMA-MRT and MMSE-BF’s achievable rate region.

5. Joint User Pairing and Power Allocation with
Transmission Mode Switching

In this section, for the problem of WSR maximization, we first
proposed two optimal power allocation algorithms based on
the concept of the achievable rate region, i.e., power allocation
algorithm for NOMA-MRT mode (NOMA-MRT-PA) and
power allocation algorithm for MMSE-BF mode (MMSE-BEF-
PA), by focusing on two-user case. Then, based on the two
aforementioned proposed algorithms, a joint user pairing and
power allocation algorithm (JUPA) is then developed for
multiuser case. Finally, a practical transmission method is
proposed by combining JUPA with transmission mode
switching between NOMA-MRT and MMSE-BF.

5.1. Achieving Maximum WSR on the Rate Region Boundary
for NOMA-MRT Mode. According to [19], the solution to
the problem of WSR maximization must be on the boundary
of achievable rate region of two-user MISO downlink sys-
tems. As a result, when the NOMA-MRT mode is employed
at BS, the problem of WSR maximization is formulated as

(P2): max U(pm’n) = UV + Ul o
P (46)
St Py € P

where r; (i = m, n) is the achievable rate of user 7, defined in
Lemma 1 or Lemma 2, and &, , = {pm,nIOS pi<P,p;+
Poiy = P, i=m,n} is the feasible set of power allocation
vector for user m and n, in which the power allocation vector
corresponding to rate point on the rate region boundary
satisfies full power allocation, i.e., p; + p, ;) = P.
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Input: h; € cMx1 (assuming |[h,, || <[h,ll ),i = m,n.
Output: p,, ., W;, i =m,n.

(1) Step 1: obtain the intersection point p, ;, k=1, 2, ..., .

(2)  if [, ] <[,

(3) Calculate p, ; using (35) and (36)

(4) elseifh,, = |h,|

(5) Obtain p, ; using (43)

(6) end if

(7) Step 2: define as the mode switching point the intersection point excluding the ends of the interval [0, p] and sort the mode
switching points in ascending order, i.e., p,; < -+- <p, ;< --- <p, r, where I'is the number of mode switching points. Divide rate
region boundary into I' + 1 sections by p,, ;.

(8) ifTr=0
9) if (15) is larger compared to (11) or (14), in [0, p]
(10) Go to Step 3
a1 Else
12) Go to Step 4
(13) end if
(14)  else divide region boundary (15) into T + 1 sections by p,, ;, j=1,2,...,T.
(15) for each section between p, ; and p,, ;.1 (P9 = 0,y = p)
(16) if (15) is larger compared to (11) or (14), in this section
17) Go to Step 3
@1s8) else
19) Go to Step 4
(20) end if
(21) end for
(22) end if

(23) Step 3: Applying MMSE-BF

(24) Beamform with w,,,w, described in (18) and transmit x = \/P,,W,,S,, + \/P,W,S,» with p,,., = [P = P,,, P,,], where B, is
calculated by (45), with q,, = p,No, p,, = p— p, and p,, € (p,, j» Py js1)-

(25) Step 4: performing NOMA-MRT

(26)  Beamform with w,,,, w,, expressed in (10) and transmit x with p,,,,, = [P = p,,, p,,], where p, = 5, N, p,, € (Dy, j> Py j41) and p,, ; is
calculated by (38) (replacing subscript k with subscript j).

ALGORITHM 1: Adaptive switching method.

s~k

For the simplicity of notation, we let U (p,,) stand for the where  pi =P Ny, p,, =P - py.p, = argmax; {U(0),
WSRU (p,,,) in (46) with p, =p, N, and p,, = P - p,. The U(p),U(p,,)} and
motivations behind proposing NOMA-MRT-PA are as 5 5
following (1 ol ) G (- )

" ., 0

>

(1) According to Lemmas 1 and 2, the expression of the
achievable rate region boundary of NOMA-MRT can
be given in any channel conditions. Furthermore, the
achievable rate r; is a differentiable or piecewise
differentiable function of p,, in the interval [0, p].

ﬁn,l € [0’ P]
(48)

(2) The global maximum Value. of U(p,) il;l the interval Case (2). (> p.
[0, p] can be found by selecting the maximum among ’
U(0),U(p) and those corresponding to which the Prn = [P P> (49)
first-order derivative of U (p,,) is zeros in the interval
(0,p). As we know, the local maximum values of where p} =5, N, p,, = P - p, p, = argmax; {U(0),
U (p,) in the interval (0, p) satisfy that the first-order U(p),U(p,2)U (p,3)} and

derivative of U (p,,) is equal to zero. \/_2—
—€; + €] —4e,€, (50)

Pn23) = 2e

Theorem 1. When |h,, || < b, |, the solution of Problem (P2) 2
is as follows. where € = o, [, [l I°0(1 = 6), €, = I, (e~
Case (1). (m <0. Ua€s)s €0 = €3 — b, 17 (1 + [|h,, [I70), €5 = [Ih,,]|

. . (Ih,, 170 (1= 60) + 1), €, = [, |* (IIh,[*p (1 - 6) - 20+
P = [P Pul> (47) 1), B, € [0,p], and 7,5 € [0, p].
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Case (3). 0<{ym <p.
Pon = [P P> (51)

where p; =p, Ny, p, = P - p,, p, = argmax; {U(0),
U(P)’U((n)m)’U(ﬁn,l)’U(ﬁn,z)aU(ﬁn,:’,)}’ ﬁn,l € ((n,m’
p]’ ﬁn,Z € [0’ {n,m]’ and ﬁn,,’a € [0’ {n,m]'

Proof. See the Appendix. O

Theorem 2. When |h,,| = ||h, |, the solution of Problem (P2)
is py,, = [P, 0] if p,, > p,,. Otherwise, the solution of Problem
(P2) is p,,,, = [0, P].

Proof. See the Appendix.

For the simplicity of description of the proposed
NOMA-MRT-PA, we assume |h,,| <|h,|. By Theorems 1
and 2, NOMA-MRT-PA is proposed, i.e., Algorithm 2. O

5.2. Achieving Maximum WSR on Rate Region Boundary for
MMSE-BF Mode. When the MMSE-BF mode is performed
at BS, the problem of WSR maximization can be formulated
as

(P3): maXU(qm,n) = #m?m + [’lnFn’
[ o (52)

s.t.q,,., € Q..

where q,,,,, = (g,,-9,) is transmit power vector for users m
and nin the dual MAC, 7; and g; are defined in Lemma 3, and
Qpn = {qm)nIO <q;<P,q+q,; =P i=m, n} is the feasi-
ble set of transmit power vector for users m and n.

For the simplicity of notation, we let U (p,,,) stand for the
WSR U(q,,,) in (52) with g, =p,,N, and g, =P —q,,.
With the similar idea to that, by which Theorem 1 was
proposed, we have the following theorem.

Theorem 3. The solution of Problem (P3) is q;,, ,, = [q;,, 4]
in dual two-user MAC, where q;, =p; Ny q,=P-q,,

py, = argmax, {U(0),U(p),U(p,,1)sU (Py2)s- U (po)}s
and p,,; € [0,p], which are the roots of the nine-degree
equation U' (p,,) = 0, which is given by (54).

Proof. According to Lemma 3, the WSR U (p,,) can be
expressed as

2
Pl (14 ol I0)
Cm t pn"hn"2 (1 - 9)

U(pm) = tmlog| 1+

(53)
2
pulln (14 p, b 0)

1 1
[ T e

where p, =p—p,,. In this case, U(p,,) is differentiable
function of p,, in the interval [0, p]. By letting U’ (p,,) = 0,
we can obtain a nine-degree equation:

11

9 8 7 6 5
a9pm + a8pm + a7pm + a6pm + aSPm

4 3 2 (54)
+ayp, T 3P, + Arp,, + APy, +ag = 0.

Since the coefficients of equation (54) are very com-
plicated, we omit them here. In this case, the global maxi-
mum value of U (p,,) in the interval [0, p] can be found by
selecting the maximum among U(0),U(p),U(p,,,)s
U(ppa)s--->U(p,,0)- Consequently, the solution of Prob-
lem (P3) is qy,, = [q;,,9;] in dual two-user MAC, where
dm = PmNo> 4 = P =4y, p,, = argmax, {U(0), U(p),U
P> U(Ppa)s - U (po)}s and p,,; € [0,p], i = 1,2,...,
9.1f p,,; ¢ [0,p],i=1,2,...,9, welet U(p,,;) = 0.

By Theorem 3, MMSE-BF-PA is proposed, i.e.,
Algorithm 3. O

5.3. Joint User Pairing and Power Allocation (JUPA)
Algorithm. With the aim of maximizing the total sum rate,
in the step of forming a user pair in JUPA, we compare the
two sum rates obtained by NOMA-MRT-PA and MMSE-
BEF-PA, select the transmission mode with the larger sum
rate, and then choose the corresponding user pair to send
data. By focusing on the expression of rate region boundary
of NOMA-MRT in (11), it is worthwhile noticing the fol-
lowing properties:

(1) Considering the original user pairing problem which
is how to pair user i with a user from the set of other
unpaired users to obtain the maximum sum rate, we
can divide all of unpaired users besides user i into 3
subsets, i.e., ®§, d);, and d)é, according to (;;.
Particularly, user i’ in @}, @), and @}, satisfies
(i <0, {;p=p and 0<{;; <p, respectively. The
original user pairing problem is equivalent to 3
problems, which are how to pair user i with a user to
obtain the local-maximum sum rate from CD"l, CD"Z,
and @, respectively. Therefore, the solution of the
original user pairing problem is the user pair, which
corresponds to the maximum among the local
maximum sum rates for @}, @, and ®}.

(2) Considering the problem which is how to pair user i
with a user from @ (®5) to achieve local maximum
sum rate, user i should be paired with the user, whose
channel vector can form the minimum (maximum)
angle with that of user i, according to (11).

(3) For the problem which is how to pair user i with a
user from Cl)g to achieve local maximum sum rate, we
divide @} into 2 subsets, i.e., @}, and @, ,. The user i’
in d)’é)l and (Dg)2 satisfies 0 < {;; < (p/2) and (p/2) <
(i <p, respectively. According to (11), the formula
ro =log(1+ (3 Iyl12 (1 - )/ (1 +p,I12))  pro-
vides dominant contribution to rate region boundary
formed by user i and i, when 0 < {;; < (p/2). In this
case, for the treatability of the problem, we use the
formular; =log(1l + (p; [h,[1* (1 = 0)/ (1 + p;[h;[1%)))
as the expression of r; in the whole interval [0, p],
instead of the piecewise formula as shown in (11).
Thus, for the problem which is how to pair user i with
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Input: y;, h; € CMXl(assuming [y, Il < IIh,ll ), i =m,n
Output: py,, .-
(1) if [, < [, |
(2)  Calculate ,,, using (12)
(3) if¢,,,<0
(4) P, = [P=PiN, PN, ], where p) = argmax {U (0),U (p),U (p,,))}, U (B,,) is calculated by (48), B, € [0, p].
(5) elseif(,,,>p
(6) Pjn = [P = P3Ny, BN, where p; = argmaxs {U (0),U (p), U (5,,,), U (B,5)}, U (p,,,) and U (p,,,) are calculated by (50),
pn,l € [0>p]’ﬁn,3 € [O>P]
(7) else
(8) pr*n,n = [P - ﬁ:NO’ﬁ:NO]’ where p: = argmax;n{U(o)’ U(P)’ U((n,m)’ U(ﬁn,l)’U(ﬁn,Z)’ U(ﬁnj)}’ ,Bn,l € ({n,m’ P]>
ﬁmz € [0’ (n,m] and ﬁn,3 € [0’ (n,m]
(9) endif
(10) else
(11 If w,>u,, py,, = [P,0]. Otherwise, p;, , = [0, P].
(12) end if
ArLGoriTHM 2: NOMA-MRT-PA.
Input: y;, h; € C i = m,n.
Output: p;,, .
(1) Calculate p,,; using (54), i =1,2,...,9.
2) py, = argmaxpm{U(O),U(p),U(pmvl),U(pm,z), ... ,U(pmﬁ)}, where p,,; € [0, p].
(3) Py = [Py P = Pp)> where Py, is calculated by (45), with g5, = py, N,.
ALGORITHM 3: MMSE-BE-PA.
Input: h; € cM1 (assuming ||hy[[ < -+ <|lhyll ), 4; =1,i=1,2,...,2K.
Output: Q and U
Initial: Q = & and U = 0, k-
(1) fori=1: 2K -1 do
(2)  if user i has been paired
(3) Go to line 1
(4) endif
(5) for j=i+1: 2K do
(6) if user j has been paired
(7) Go to line 5
(8) end if
9) if h; and hj is orthogonal
(10) Obtain p; ; by MMSE-BF-PA, Q = Q U {(i, j, p;;» 0)} and go to line 1
@11 end if

(12)  end for

(13)  Find k, = argmax;cos®~ (h;, hg; 1)) and obtain the power allocation solution p; ¢ (4, for the user pair {i, @ (k;)} by NOMA-
MRT-PA

(14)  Find k, = argmin,cos®z (h;, hg; 1)) and obtain the power allocation solution p; g (,) for the user pair {i, @i (k,)} by NOMA-
MRT-PA

(15)  Find ky, = argmaxkcoszL(hi,hq)x31 (k) and obtain the power allocation solution p; g (, ) for the user pair {i, i (ks,l)} by
NOMA-MRT-PA ) t ‘

(16)  Find k;, = argmin;cos®~2 (h;,hgi () and obtain the power allocation solution p; ¢ (x,,) for the user pair {i, @3, (k3,2)} by
NOMA-MRT-PA Y o

(17)  Obtain the power allocation vector with the maximum WSR, from the solutions obtained by lines 13-16:
P = argmaxpi(U (Pi) (k,)> U (Pio k) U (P, 1y ) U (Pro, <k3,:>T)L}
Let {i, jN'} denote the user pair which corresponds to pV.

(18)  Find j™ = argmin; cos ¢(h;,h;) and obtain the power allocation solution p; u for the user pair {7, M} by MMSE-BF-PA.

]
(19) if U(pN) ZU(pi)jM)

ALGOrITHM 4: Continued.
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13

(20) Q=0U{G N, pN, D} and ;v = ujn; = 1.
(21)  else

22)  Q=0U{G M pm 0} and w = up, = 1.
(23) end if

(24) end for

ALGORITHM 4: Joint user pairing and power allocation algorithm (JUPA).

a user from @Y |, user i should be paired with the user
whose channel vector can form the minimum angle
with that of user i. With the similar analysis, user i
should be paired with the user in CDQ,’2 whose channel
vector can form the maximum angle with that of user
i

For the simplicity of description of the proposed JUPA
(Algorithm 4), assume that users are ordered as ||h,[|< ---
< |, |l- Let <1)"1 (k) ((D; (k)) denote the index of k-th entry in
(D"1 (CD;). Besides, let (13’31 (k) ((13“3)2 (k)) denote the index of
k-th entry in @3, (®j,).

In Algorithm 4, line 13 (14, 15, and 16) is the step for
selecting a user to be paired with user i and deriving the
power allocation solution for the obtained user pair by
NOMA-MRT-PA, in the set @) (5, @} |, and @} ,). Line 18
is the step for similar operation by MMSE-BEF-PA. The
output of Algorithm 4, Q, is termed the pairing and power
allocation configuration, in which K entries are included and
4 elements are contained in each entry. The first two ele-
ments of i-th entry in Q denote the indexes of the two users
in i-th user pair, and the third and fourth element stand for
power allocation vector and transmission mode adopted by
the i-th user pair, respectively.

When the number of users is odd, the last remained user
can be trivially served by OMA. Specifically, if the channel
vector of the last remained user is h;, then MRT BF is
performed at the BS and the BF vector is given by (10). As a
result, the maximum signal-to-noise ratio can be achieved.

5.3.1. Complexity Analysis. The computational complexity
of the proposed JUPA mainly comes from the computation
of the angle between channels of two users and from solving
the nine-degree equation (54), by which the optimal power
allocation scheme is obtained for MMSE-BF mode.

Note that the computational complexity for computing
the angle between channels of two users is © (M). In addition,
we use upper-case letter “C” to indicate the computational
complexity for solving the nine-degree equation (54). As the
number of computing the angle is 2K —2(i — 1) — 1 in i-th
outer “for” loop in Algorithm 4, for the MMSE-BF mode or
NOMA-MRT mode, the computational complexity for the
user pairing process is O ( (2K /2)*>M). On the other hand, the
computational complexity for the power allocation process is
0 ((2K/2)C). Consequently, the overall computational
complexity of Algorithm 4 is O( (2K/2)*M) + O ((2K/2)C).

For the exhaustive search-based scheme, i.e., exhaustive
search-based user pairing and power allocation (ES-PPA)
described in Section 6.2, the number of all possible pairing

schemes is (2K — 1)!I. In each pairing scheme, there are K
user pairs. Then, for each user pair, the angle between
channels of two users and the allocated power of two users
for MMSE-BF mode should be calculated. Therefore, the
total computational complexity of exhaustive search-based
scheme is O ((2K — 1)!I (2K/2)M) + O ((2K - 1)!! (2K/2)C).

5.4. JUPA/TMS: A Practical Transmission Method. By
combining JUPA with transmission mode switching (TMS)
between NOMA-MRT and MMSE-BF, a practical trans-
mission scheme termed JUPA/TMS is proposed. JUPA/TMS
is described in Algorithm 5, where S is the control parameter
for transmission mode switching and Q) (i); denotes the j-th
element in the i-th entry in the set Q. Noting that
TDMA(FDMA) is adopted in Algorithm 5 (linel0), it is
efficient when M is small. When the scenario with sufficient
number of antennas at base station is considered, e.g.,
M >2K, the performance can be further improved by
combining the proposed JUPA with SDMA, which is beyond
the scope of this paper.

6. Results and Discussion

In this section, we first provide numerical results on the
rate regions of different schemes (ZFBF, MRT, MMSE-BF,
and NOMA-MRT) under various channel conditions and
validate the performance of the proposed adaptive
switching method by comparing with other schemes. Then,
we demonstrate the optimality of NOMA-MRT-PA and
MMSE-BF-PA. Furthermore, we also verify the perfor-
mance of the proposed JPUA by comparing with traditional
transmission schemes in simulation.

6.1. The Adaptive Switching Method. In Figure 3, numerical
results of performance comparison among NOMA-MRT,
MMSE-BF, MRT, and ZFBF are derived in various channel
states. When |/h, || = 2 and « = 71/8 implying that the angle
between two users’ channel vectors is smaller in space,
NOMA-MRT gets better performance than MMSE-BF ab-
solutely and the rate region of MMSE-BF is completely
within that of NOMA-MRT as illustrated in Figure 3(a). In
Figure 3(b), when ||h,|| =2 and « = 71/4, larger R, can be
obtained by implementing NOMA-MRT in high R,, area,
while in low R, area, larger R, can be derived by using
MMSE-BF. When |/h,|| = 2 and « = 371/8 which implies that
the angle between channel vectors of two users becomes
larger, MMSE-BF performs better than NOMA-MRT
completely as shown in Figure 3(c). In symmetric case where
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Input: h; e CMs, i=1,2,...,2K.

Output: X;,X,,...,Xg.

(1) Perform JUPA to obtain pairing and power allocation configuration Q

(2) fori=1: K do
(3) (m> n’pm,n’Tm,n)(_ (Q(l)l)Q(l)2>0(1)3)0(1)4)

) ifT,, =1

(5) Calculate w,, and w,, with (10)
(6) elseifT, =0

(7) Calculate w,, and w,, with (18)
(8) endif

(10)  Transmit x; in i-th frequency/time slot

(11) end for

ArLGcoriTHM 5: JUPA/TMS.

R,, (bits/s/Hz)
(3]

R,, (bits/s/Hz)

0 s s s 0 s s -
0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5
R,, (bits/s/Hz) R,, (bits/s/Hz)

- -~ ZFBF —— MMSE-BF --- ZFBF —— MMSE-BF
--- MRT —— NOMA-MRT --- MRT —— NOMA-MRT
(a) (b)
4 2.5
2
T Z 15|
E e
e = 1t
o &
0.5+
1 1 1 0 1 1 1 i
0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5
R,, (bits/s/Hz) R,, (bits/s/Hz)
- -~ ZFBF —— MMSE-BF --- ZFBF —— MMSE-BF
--- MRT —— NOMA-MRT --- MRT —— NOMA-MRT
(d)

(c)

FIGURE 3: Rate region comparison of ZFBF, MRT, MMSE-BF, and NOMA-MRT in
(@) [h,ll =2, =7n/8. (b) |h,| =2,a=mn/4 (c) |h,| =2,a=31/8. (d) |h,| =1, = n/4. Rate region boundaries of the four schemes is

without time-sharing.

various channel states. P/N, = 5dB, ||h,,|| = 1.
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[h,, || = b, | =1 and a = n/4, the rate region of MMSE-BF
covers that of NOMA-MRT. From Figures 3(a)-3(d), as
MMSE-BF can optimally trade off fighting interference to
other users and the background Gaussian noise, MMSE-BF
gets better performance than ZFBF and MRT absolutely, in
any channel state.

As demonstrated in Figure 4, the adaptive switching
method can obtain a larger rate region than the other
schemes, which can be illustrated as the convex hull of the
union of NOMA-MRT and MMSE-BF’s rate regions by
combining with time-sharing.

6.2. Joint User Pairing and Power Allocation with Transmission
Mode Switching. In Figure 5, with different weight vectors, the
rate points on rate region boundary and the corresponding
maximum WSR points are obtained by NOMA-MRT-PA,
MMSE-BF-PA, and exhaustive search, respectively. When
weight vector u is (0.5,0.5), (0.33,0.67), or (0.25,0.75), rate
points obtained by NOMA-MRT-PA or MMSE-BE-PA are
superposed together with those derived by exhaustive search,
which means that NOMA-MRT-PA and MMSE-BF can derive
optimal rate point for different weight vector as shown in
Figure 5(a). The rate points obtained by NOMA-MRT-PA for
the case u = (0.33,0.67) and u = (0.25,0.75) are superposed
together, since the rate points to achieve the maximum WSR
for u = (0.33,0.67) and u = (0.25,0.75) both occur at the
inflection point of the achievable rate region boundary of
NOMA-MRT. In Figure 5(b), with u = (0.5,0.5), the WSRs
obtained by NOMA-MRT (red curve) and MMSE-BF (blue
curve) are given, respectively, when the allocated power of user
m varies, with P being normalized to 1. The maximum WSR
points corresponding to the rate point with u = (0.5,0.5) in
Figure 5(a) can be obtained by NOMA-MRT-PA and MMSE-
BE-PA, respectively, each of which is also superposed with that
derived by exhaustive search. Figures 5(c) and 5(d) are the cases
for u = (0.33,0.67) and u = (0.25, 0.75), respectively.

To validate the effectiveness of the proposed JUPA
scheme, other schemes which combine the existing user
pairing algorithms (exhaustive search, greedy algorithm,
correlation pairing [27, 28], and random pairing) with
NOMA-MRT-PA and MMSE-BF-PA are also considered for
comparison in simulation, including exhaustive search-
based user pairing and power allocation algorithm (ES-
PPA), greedy algorithm-based user pairing and power al-
location algorithm (GA-PPA), correlation pairing-based
user pairing and power allocation algorithm (COR-PPA),
and random pairing-based user pairing and power allocation
algorithm (RAN-PPA). In the following, we assume noise
power N, = —10dB, the cell radius R = 30 m, and the path
loss exponent &' = 3, and TDMA technology is adopted. The
bandwidth is normalized to one. Assume that the weights of
all users are set to one. The key idea of GA-PPA is to pair the
two users with the maximum sum rate obtained by NOMA-
MRT-PA or MMSE-BE-PA. Mathematically, for a fixed user
i, we pair it with user j*, if
NOMA-MRT [ ;MMSE-BF

Sk U
] —argmax{max ij »Uij

J

Loiti (ss)
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where U?I-OMA’MRT and U?/EMSE_BF stand for the sum rate of

users i and j> obtained by NOMA-MRT-PA and MMSE-BE-
PA, respectively. With the similar architecture to the outer
“for” loop in the Algorithm 4, the numbers of computing the
angle between channels of two users used by NOMA-MRT-
PA and the number of solving the equation (54) used by
MMSE-BF-PA are both 2K —2(i — 1) — 1 in i-th outer “for”
loop for GA-PPA. Therefore, its computational complexity is
6((2K/2)’M) + 0 ((2K/2)’C) in total. In RAN-PPA and
COR-PPA, we first obtain user pairing solution by random
pairing algorithm and correlation pairing algorithm, re-
spectively, and then derive the sum rate for each user pair by
selecting the larger one among the sum rates achieved by
NOMA-MRT-PA and MMSE-BF-PA.

The key idea of correlation pairing algorithm is only to
pair two users with the maximum channel correlation.
Specifically, for a fixed user i, we pair it with user j*
satisfying

He 12
max P

) j;éi. (56)
Y

j' =arg

Since the ideas of forming a user pair in COR-PPA and
the proposed JUPA are both based on the angle between
channels of the two users, COR-PPA and JUPA have the
same computational complexity (considering the complexity
of computing the angle between two users’ channels and
solving equation (54)), i.e., O( (2K/2)*M) + O ((2K/2)C). In
ES-PPA, we first obtain (2K — 1)!! possible pairing schemes
by exhaustive search and then select the pairing scheme with
maximum total sum rate, which is the sum of sum rates of K
user pairs.

For summary, JUPA and COR-PPA have roughly the
same computational complexity. However, GA-PPA and ES-
PPA require much higher computational complexity than
JUPA, especially for ES-PPA. Due to the random paring
method adopted in RAN-PPA, its computational complexity
is the lowest, which only results from computing the angle
between two users’ channels used by NOMA-MRT-PA and
from solving equation (54) utilized by MMSE-BF-PA, for
each user pair. The computational complexity of these
schemes is summarized in Table 2.

In Figures 6 and 7, the sum rates of different schemes,
including ES-PPA, RAN-PPA, GA-PPA, COR-PPA, and the
proposed JUPA, are compared, when the transmit power P
and the number of antennas at the BS vary, respectively. In
Figure 6, the sum rates of all schemes grow with the transmit
power P increasing. Compared with ES-PPA using ex-
haustive search to obtain the user pairing solution, the
proposed JUPA only suffers very slight performance loss.
However, the computational complexity of JUPA is only
6((2K/2)’M) + O((2K/2)C), while that of ES-PPA is
O (2K - DIV (2K/2)M) + O (2K - DI1(2K/2)C). In com-
parison with other schemes, the JUPA derives better per-
formance and the performance gain boosts with P
increasing. Further, JUPA outperforms GA-PPA, since GA
does not consider the performance loss caused by the users
with poor channels. COR-PPA performs worse than RAN-
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R,, (bits/s/Hz)

3.5

0 1 1 1 1 1
0 0.5 1 1.5 2 2.5 3
R,, (bits/s/Hz)
--- ZFBF MMSE-BF
—— MRT —— Adaptive switching method
.—.— NOMA-MRT with time-sharing

FIGURE 4: Rate region of the adaptive switching method with time-sharing. P/N, = 10dB, ||h,,[| = 1, |h,|| = 2, « = n/4. Also plotted for
comparison are rate regions of ZFBF, MRT, MMSE-BF, and NOMA-MRT, without time-sharing.
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FiGgure 5: Continued.
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The allocated power of user m

O Maximum WSR point by NOMA-MRT-PA
{> Maximum WSR point by MMSE-BF-PA
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(d)

FIGURE 5: Rate points and the corresponding maximum WSR points obtained by NOMA-MRT-PA, MMSE-BF-PA, and exhaustive search.
P/N, = 10dB, ||h,,|| = 2, |h,|l = 1, « = 7/4. (a) Rate points under different weight vectors. Maximum WSR point with (b) u = (0.5, 0.5), (c)

u = (0.33,0.67), and (d) u = (0.25,0.75).

TaBLE 2: Computational complexity summary for various schemes.

User pairing

and power . .
allocation Computational complexity
schemes
GA-PPA 0 ((2K/2)*M) + 0 ((2K/2)*C)
COR-PPA 0 ((2K/2)*M) + 0 ((2K/2)C)
RAN-PPA O ((2K/2)M) + 0 ((2K/2)C)
ES-PPA O((2K - 1)IN(2K/2)M) + O ((2K - D! (2K/2)C)
JUPA 0 ((2K/2)*M) + 0 ((2K/2)C)
14 . . .
12
10
=
% 8
£
g s
£
3
4
2
0
10 20 30 40 50
P (dBm)
JUPA/TMS —.— RAN-PPA/TMS
—— GA-PPA/TMS ES-PPA/TMS

--- COR-PPA/TMS

FIGURE 6: Sum rate versus P for different transmission schemes
(M =2, 2K = 8).

Sum rate (bits/s/Hz)

JUPA/TMS -—-— RAN-PPA/TMS
—— GA-PPA/TMS ES-PPA/TMS
--- COR-PPA/TMS

FI1GURE 7: Sum rate versus the number of the antennas for several
transmission schemes (P =40 dBm, 2K = 8).

PPA, since correlation-based user pairing algorithm breaks
the channels orthogonality, i.e., the users with orthogonal
channel are never paired together.

As demonstrated in Figure 7, it can be observed that
the proposed JUPA results in a slight performance loss
compared with ES-PPA. However, the JUPA outperforms
other schemes and the performance gain over other
schemes decreases as the number of antennas at the BS
increases.
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7. Conclusion

In this paper, the design of adaptive TMS between
NOMA-MRT and MMSE-BF to maximize the sum rate
for downlink MISO systems was investigated. Firstly, the
closed-form expressions of the boundary of achievable
rate region for NOMA-MRT and MMSE-BF were ob-
tained. It has been shown that when the channel vectors
of the two users are greatly correlated, the achievable rate
region of NOMA-MRT includes that of MMSE-BF
completely. However, when the two channels are almost
orthogonal, the opposite conclusion can be drawn. As a
result, an adaptive switching method is developed to
achieve a larger rate region for the two-user case. Sub-
sequently, the optimal power allocation algorithms to
maximize weighted sum rate for both NOMA-MRT
mode and MMSE-BF mode were presented. Finally, the
low-complexity JUPA is consequently developed to
further improve the sum rate performance for the
multiuser case. Compared with the exhaustive search-
based scheme with the computational complexity of
O (2K - D1 (2K/ 2)M) + O((2K - 1)!1(2K/2)C), the pro-
posed JUPA can obtain a much lower complexity of
0 ((2K/2)’M) + 0 ((2K/2)C) and only suffers a slight sum
rate performance loss, and it outperforms other con-
ventional schemes.

Appendix

Proof. of Lemma 1.
Case (1). 6> 0.

When the equality holds for (7), the achievable rate
region boundary of NOMA-based BF for MISO
broadcast channel can be achieved. As a result, the
achievable rate region boundary of NOMA-MRT can
be given by

r = 10g<1 + p’n||hn||2), (A1)

T = min{log(l + yﬁw), log(l + yfﬂ)}, (A.2)

where
o _Pull'(1-0)
mn 1+ I.),n“hn"Z
~ ) (A.3)
B — Pm“hm" ,
" 14 B (1 0)
and ﬁm =p- ﬁn'
Define
FBa) = Yoy = Yo (A4)

We let f(p,) =0. Subsequently, we can derive a
quadratic equation with respect to p,,.
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My pL + myp, +my = 0, (A.5)

where  m, = ||, *h,,|> (20 - 6°), m, = —(|Ih,|
(1-6) - IIh,,I*) = plh, I*|h,,I* (26 - 6°), and m; =
p (b, I* (1 - 6) - [, [I*).

As 6>0, we solve equation (A.5) with quadratic
formula. The discriminant of equation (A.5) can be
expressed as

2
A =m; —4mm,

= (el I, (20 - ) - ([ 1 -0~ i, [))

(A.6)

2

As A >0, equation (A.5) has two roots both of which
are real numbers and the roots are given by

Py =p
~(i : (A.7)
pn,2 = (n,m,’

where o = (I, 17 (1 - 6) - II)hmIIZ)/IIhnIIZIIhmII2

(20 - 0*). When A =0, 5% =55

Assuming m, >0, we have the following cases.

Case (a). When p<(,, ., ie, ﬁfﬁ) < ]5,(3), the function
f(p,) =0 with p, € [0, p], which means that log(1 +
Vo) = log(1+y2) with 5, € [0, p]. In this case, 7, =
log(1+y2) according to (A.2). When 5, = p, the
equality in f (p,) >0 holds.

Case (b). When (,,, <0, i.e.,ﬁ,ﬁﬁ) <0, the function
f(p,) <0 with p, € [0, p], which means that log(1 +
v < log(1+y8) with b, € [0, p]. In this case, ,,, =
log(1 + yﬁ)n) according to (A.2). When (,,, = 0 and
P, =0 or p, = p, the equality in f(p,)>0 holds.
Case (c). When 0<p\®) =(,, <p, the function
f(3)=0 with 5, €[0,¢,,] and f(5,)<0 with
Py € ({m>pl, which means that log(1+yp )=
log(1+yp) with 5, € [0,{,,,] and log(1+y5 )<
log (1 +y5) with p,, € (., p]-

By combining Cases (a), (b), and (c), we can derive

au).

Case (2). 0 =0.
As 0 =0, we can obtain the result
P
" p
(A.8)
s _ Pulbal’

"

In this case, because [h,|l<|h,l, f(p,)>0. As a
result, we can derive (13). O

Proof. of Lemma 2.

The upper bound ;" =log(1 + (PI?/N,)) of achiev-
able rate of user i can be derived by allocating all the power P
to user i with the other user’s rate being zero. Then, we

obtain two extreme rate tuples (rn’,0), (0,7,"°"). As a
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result, when [h,,| = ||h,|| = I, by time-sharing between the
two extreme rate tuples, the achievable rate region boundary
of MISO broadcast channel can be expressed as [25]

2
rS = log(l + ﬂ),
Ny

TS PP
r, =1 A)log(l +N ,

0

(A.9)

where A € [0, 1] represents the fraction of the time allocated
to user n. We consider the case in which SIC is executed at
user n. According to (A.1) and (A.2), when |h,, || = ||h,ll =,
the achievable rate region boundary can be characterized as

lz
r,= log(l + IZ)\]LO)’

2 2
T = log<1 +p4ml €0’ zoc))
N0+pnl

where VI € (0,00), a € [0,7), A € [0,1], p,, € [0,P], and
P, € [0, P]; we let

(A.10)

riS = Ty (A.11)
We define

h(pm) = r;S T (A~12)

By substituting (A.11) into (A.12), we can get the result

N, + PP’ o
N0+Plz—l2pm(1— cos’ oc) T

h(py) = log<
(A.13)

From (A.13), when cos® a = 1, (A.10) is equivalent to
(A.9). Consequently, we obtain (14). When SIC is executed
at user m, the same result can be achieved. O

Proof. of Theorem 1.
Case (1). {, , <0.

According to Lemma 1, when (,,, <0, the WSR
U (p,) can be expressed as
- ~ 2
U(B,) = wlog(1+,h[)
(A.14)

2
Pl | (1 -6
+ymlog<l +P—m” ”‘|~| ( 3 )>,
1+ P
where p,, = p —p,. In this case, U (p,,) is a differen-
tiable function of p,, in the interval [0, p]. By letting
U'(p,) =0, we can obtain a linear equation

&p, +& =0, (A.15)

where & =y, |Ih, %6, & = (1+plh,I*) (4, — ,, (1 -
0)) — w1, [I”pO. As a result, we can obtain (48). In this
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case, the global maximum value of U (p,) in the in-
terval [0, p] can be found by selecting the maximum
among U (0), U(p), and U (p,,;). Therefore, the so-
lution of Problem (P2) is p;, , = [p;, p,], where
Py =PuNo» P =P = p;, py = argmax; {U(0), U (p),
U(ﬁn,l)}'

Case (2). {ym2p-

According to Lemma 1, when (,,, >p, the WSR
U (p,) can be expressed as

U5,) = wlog(1+7,[h, )

_ 2
+u,log| 1+ pm"h,;" ,
1+p,|h,[ (1-6)

(A.16)

where p,, = p—p,. By letting U'(p,) =0, we can
obtain a quadratic equation

ezﬁi +ep,+€ =0, (A.17)
where € = p,[Ih,|*Ih,,I*6(1 - 6), | = Ih,I* (u,, €5~
Ui€s)s €9 = €3 = gl 1> (1 + [, [170), €5 = I, |
(I, I°p(1-6) + 1), and ¢, = [lh,|* (I, I*p(1-
0) — 20 + 1). By using the quadratic formula to solve
equation (A.17), we can obtain (50). Consequently,
the solution of Problem (P2) is p;,, ,, = [p;,» p;], where
P = PiNo» P}, = P— pj B, = argmax; U (0),U (p),
U(ﬁn,Z)’U(ﬁn,S)}'

Case (3). 0<{ym <p.

When 0<p, <(,,,,» U (p,) can be expressed as (A.16)
according to Lemma 1. Therefore, the power alloca-
tion vector for the global maximum value of U (p,,) in
the interval [0,(,,,,] is the one corresponding to the
maximum among U (0), U({,,), U(p,,), and
U(pn,3)’ where pn,Z € [0’ Cn,m]’ ﬁnﬁ € [0’ Cn,m]'

When (,,, <p, <p, U(p,) can be expressed as (A.14).
Therefore, the power allocation vector for the global
maximum value of U (p,) in the interval (. p] is the
one corresponding to the maximum among U (,,,,,)
U(p), and U (p,, ), where p,; € ((,,,.,p].

We combine the two cases above, in which
0<p, <, and {,,, <p,<p. Consequently, in the
whole interval [0, p], the solution of Problem (P2) is
Prun = [Py Pal, where pl = Ny, pr, = P = pi.p, =
argmax; U0),Up),U(,)U@,.), U@, U
(pn,S)}’ pn,l € ({n,m’p]’ ﬁn,Z € [0’ (n,m]’ and ﬁn,3 €
[0,¢ O

>Snmle

Proof. of Theorem 2.

I p,=u, the WSR w71, +u,r,<ph,(r, +1,).
According to Lemma 2, r,, +r,=log(1l+pl*). Conse-
quently, if p, >l Unlm + paln < plog (1 +pl?), e,
U (0) = u,,log(1+pl*) is the global maximum value of
U (p,) in the interval [0, p], implying that the solution of
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Problem (P2) is Prn = [P, 0]. If u,, < u,,, the proof is similar
to that of the above case, in which yu,, > u,,. O
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