Evaluation Algorithm of Teaching Work Quality in Colleges and Universities Based on Deep Denoising Autoencoder Network
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One of the most significant components of the teaching department's evaluation of teaching quality is evaluating teachers' performance. With the acceleration of educational informatization, modern information processing technology can be used effectively to evaluate teachers' teaching quality in traditional teaching. In this context, combined with some computational intelligence algorithms, it is critical to developing a targeted teaching quality evaluation system. This paper studies teacher teaching evaluation's characteristics and existing problems and analyzes the fundamental theories and methods of teacher teaching evaluation in colleges and universities. A novel combination of deep denoising autoencoder and support vector machine was proposed for evaluating teacher's teaching quality. Moreover, support vector regression is used to predict the model's output layer to achieve supervised assessment prediction. To capture the data's key properties, the model comprises numerous hidden layers and conducts various feature transformations during unsupervised training to minimize the mean square error between the reconstructed output data and the original input data. As a result, the proposed model achieved the highest recognition accuracy of 85.23% and convergence compared to other models. Thus, the method can be employed to evaluate and forecast the quality of university teaching activity successfully.

1. Introduction

The supervision of the classroom teaching process and the quality of classroom teaching [1–3] is an effective strategy for ensuring classroom teaching quality. The mastery and application of knowledge by students is the direct expression of the classroom teaching effect. Therefore, to ensure the quality of classroom teaching, it is necessary to strengthen the control of teaching quality. Teaching evaluation is one of the most commonly used methods in teaching supervision activities [4]. It is an objective inspection and judgment of the teaching process of teachers in class and the learning quality of the students. Through the supervision and assessment of students' learning quality, the implementation results can be fed back to teachers to improve or strengthen certain aspects of teaching and ensure that teachers complete the teaching tasks within the corresponding teaching time limit. To continuously improve students' learning abilities and teachers' teaching abilities, it is necessary to establish a perfect and comprehensive and systematic teaching quality monitoring system [5]. It can help cultivate talents who adapt to the times and have a spirit of innovation and practice.

The establishment of a scientific evaluation system is essential at the moment. Most colleges and universities are still using the traditional mode [6, 7] of teaching evaluation. However, the traditional teaching evaluation model has been unable to meet the teaching requirements in the actual teaching process. First, the traditional teaching evaluation model examines the teachers and students only once a semester or at the end of the year. Therefore, students usually have enough time to prepare for the examination. The evaluation results are published at the end of a semester or the beginning of the next semester. The evaluation has no guiding significance for the teaching of this semester. It lacks pertinence for the next semester because the courses and students may have changed in the next semester. Secondly, the evaluation data are intuitive. Traditional evaluation data
are usually expressed as a set of numbers. Following the students' assessments, some specific data are used to display the students' assessment results.

With the ongoing advancement of information technology and machine learning [1] in today's culture, it is possible to employ machine learning to create a perfect teaching assessment system, which can be used to monitor teachers' teaching in real time. As a result, teachers can know themselves in a shorter time in the teaching process and adjust their teaching plan. Moreover, it can better address the needs of students and teachers in the classroom. The use of machine learning to develop a teaching evaluation system not only is a sign of societal and scientific development but also has the potential to improve teaching quality more rapidly and effectively [2]. This paper uses advanced information and machine learning tools to provide a model for evaluating teachers' teaching quality. The model is based on the combination of deep denoising autoencoder (DAE) and support vector regression (SVR). Then, the model is validated to prove the effectiveness and advantages. The innovations of this article are as follows:

This paper proposed a novel teaching quality evaluation algorithm for colleges and universities based on a deep denoising autoencoder and support vector regression network

The system helps improve teaching quality, promote continuous improvement of teaching goals, and promote scientific decision-making in education

The system can implicitly extract discriminant features of the original data through numerous hidden layers so that the error between the reconstructed output data and the original data is minimized, and the essential properties of the data are obtained

The rest of the paper is organized as follows. Section 2 presents an overall review of the key topics treated and the main works upon which this work is based. Section 3 presents the methodology of the proposed model. Section 4 is about the results, and finally, the conclusion is given in Section 5.

2. Background

The evaluation of teachers can be regarded as a matter within the school. The objective of the education of teachers is to step into society and participate in various social activities. To some extent, the evaluation of teachers is a kind of social behavior. Therefore, the quality of teacher evaluation will directly affect the development process of the future society. In the process of evaluating teachers, the needs of the school's future construction, the needs of social development, and other aspects should be taken into consideration. Today, with the continued popularity of machine learning techniques, a more comprehensive, perfect, and systematic teacher evaluation system can be established with the help of various techniques so that it can make a more objective and referential evaluation of the teaching quality [3].

Teaching quality is essential for a university and college to survive and grow and is a measure tendency toward international higher education. Presently, teaching quality is simply evaluated by weighing the teachers' scores from their students, peers, themselves, and leaders. However, it is critical to determine the real factors that impact teaching quality. With the advent of modern information processing systems, students' evaluation data are accumulated in educational management systems. Traditional methods used to analyze and evaluate these data are usually simple and based on the statistical concept. Also, the deep association analysis is not made to examine several factors impacting the teaching quality evaluation. However, these factors are essential for educational policymakers. It is important to provide decision support for the administrator by effectively investigating and processing these data so that the hidden valued information can be mined.

Machine learning techniques are effective sources to obtain valuable teaching quality information and have been widely applied in various fields, such as telecommunication, insurance, retail sale, and finance. Up to now, many teaching quality evaluation systems based on machine learning techniques have also been developed. Everton et al. [8] developed an adaptive learning system for measuring student outcomes using a deep autoencoder. They pointed out that the proposed adaptive learning system was more effective in providing significant adaptability. However, the system was effective only for evaluating the student's outcomes. Chakrit et al. [9] proposed a voting ensemble method of machine learning to reduce features in the data preprocessing stage and teach sentiment analysis. The results were compared with the existing typical machine learning for sentiment analysis. The experimental results show that the voting ensemble learning fused with chi-square feature selection exhibits higher than typical classifiers. However, they did not apply attribute weights and sentiment analysis to enhance the efficiency of classification. Moraes et al. [10] performed the teaching sentiment classification and compared support vector machine (SVM) against artificial neural network (ANN) algorithms. They discovered the positive and negative sentiments using the learning support vector machines (SVM) and Naive Bayes (NB) model. The result showed that ANN provided higher accuracy as compared to SVM and NB. An evaluation system based on the hidden Markov model for evaluating physical education teachers was presented in [11]. The development status of the teaching quality evaluation system of physical education and the applicability of data mining technology and hidden Markov model to evaluating teaching quality in colleges was examined. Finally, a mathematical model for evaluating the quality of physical education teaching in colleges was proposed. Dongjun et al. [12] developed an evaluation prediction model for teachers' teaching quality evaluation based on extreme gradient boosting (XGBoost) algorithm and technology services' ResNet (TS-ResNet). A simulation model was constructed based on the Keras deep learning framework and the results of the proposed model using different convolution kernel sizes, batch sizes, and learning rates were compared. According to the defects existing in the
traditional evaluation model, this paper will analyze and study it, hoping to find a more reasonable index and set up a more scientific weight for it after various calculations, to establish a more systematic and comprehensive evaluation system.

3. Methodology

3.1. Deep Denoising Autoencoder. Deep denoising autoencoder is a common neural network model composed of several noise reduction autoencoders stacked on top of each other, so it has multiple hidden layers [13]. Based on the autoencoder, the denoising autoencoder adds noise to the original input data set, preventing overfitting in the training process and ensuring that the model created after unsupervised training has great robustness and generalization ability. With \( x \) as the original input data, \( \hat{x} \) as the data after noise reduction, \( y \) as the feature vector of the hidden layer data, \( z \) as the reconstructed output data, \( f \) and \( g \) as the encoding and decoding functions, and \( L \) as the error function, the schematic diagram of the denoising autoencoder is shown in Figure 1.

In the deep noise reduction autoencoder training process, the input data set is first processed for noise reduction [14]. The general processing method is to set certain input nodes to 0 with a certain probability. Then, using the output of the first noise reduction autoencoder’s hidden layer as input to the next hidden layer to realize the data feature conversion between the input layer and the hidden layer, this logic is followed repeatedly using the output of the hidden layer of the previous denoising autoencoder as the input feature vector of the following denoising autoencoder until all the denoising autoencoders have been trained. In this way, after the original data are denoised, the data feature conversion is completed in an unsupervised manner layer-by-layer training through all hidden layers. Next, the error between the output layer’s reconstructed data and the original data set is calculated using the error function. The backpropagation (BP) algorithm is used to propagate the error to the entire deep noise reduction autoencoder and adjust the option weight and threshold to minimize the error to complete the original input data set. Finally, the original feature vector is recreated. Figure 2 shows the schematic diagram of the deep denoising autoencoder. The Adam algorithm is used to reduce the error between the output data and the original input data in the training process for unsupervised training. Adam is an optimization algorithm for stochastic gradient descent for training in deep learning algorithms. It combines the best properties of the RMSProp and AdaGrad algorithms and can handle sparse gradients on noisy problems.

3.2. Support Vector Machine (SVM). SVM is a statistically based supervised machine learning algorithm. Its goal is to use a classification hyperplane as a decision surface to optimize the isolation edge between positive and negative cases [15–17]. It is mostly used to solve problems such as classification, pattern recognition, and regression. SVM is a linear classifier that is used for two-class classification problems. Figure 3 shows the basic architecture of SVM. The idea of SVM classification is based on support vectors. Support vectors are data points that are closed to the hyperplane and affect the position hyperplane. With the help of support vectors, we maximize the margin of the classifier. These are the points that help in building the SVM model. In addressing difficult nonlinear problems and high-dimensional pattern recognition, the support vector machine (SVM) can be reconfigured using kernels.

Support vector regression (SVR) is built based on the concept of SVM [18]. It is one of the general machine learning models that can be used in linearly or nonlinearly separable classification problems.
Support vector regression is good at fitting nonlinear models and can be used to tackle the teaching evaluation problem [19]. As a result, to evaluate and anticipate the teaching quality evaluation, this study used support vector regression as the predictor of the output layer of the deep neural network model. The goal of support vector regression is to map a complicated nonlinear relationship to a high-dimensional space and then realize a linearized connection in the set high-dimensional space similar to that of the low-dimensional space. The model encoder automatically performs noise reduction on the original input dataset. It applies unsupervised learning step by step training after noise reduction and processing to acquire the original feature vector of the input dataset. In addition, it minimizes the raw input dataset and unsupervised training error between the output data and then uses a support vector regression model for the predictor’s final output layer. The input eigenvectors of support vector regression for prediction are the original eigenvectors derived from the dataset.

3.4. DAE-SVM for Teaching Quality Evaluation in Colleges and Universities. The deep structure neural network model contains multiple hidden layers which can obtain the original sample data with excellent computing power. For complex nonlinear problems or to deal with the deep structure of large-scale datasets of neural network models, it is very effective to complete the calculation and modeling [21]. Therefore, the proposed DAE-SVM deep neural network model can be very helpful to solve the teaching quality evaluation in colleges and universities. Suppose we set the input data as \((x_1, x_2, \ldots, x_n, y)\), where \(x\) and \(y\) represent feature vector and the labels of target, respectively, and set the total number of samples as \(n\). Assume that the weight matrix of each layer of the deep noise reduction autoencoder model is \(W\) and the threshold matrix is \(b\) and use \(\varphi\) to represent the deep noise reduction, autoencoder model. When you input the data set via \(\varphi\), then the output feature vector can be computed as

\[
\theta = \varphi(WX + b),
\]

where \(\theta\) represents the output feature vector of the deep noise reduction autoencoder model and input \(\theta\) into the support vector regression model for evaluation and prediction. Likewise, with \(f\), the function of the support vector regression model, the calculation equation is as follows:

\[
y_d = f(\theta).
\]

The evaluation sample dataset is separated into two parts: a training dataset and a test dataset, with the training dataset being used to train the model. A stable and optimal model is obtained by altering the model’s parameters, such as hidden layers, optimization technique, and related support vector regression parameters, to achieve the best prediction efficiency. The test dataset is then entered to ensure that the model is effective in evaluating instructional quality. Figure 4 depicts the flowchart of the DAE-SVM deep neural network model for evaluating teaching quality in colleges and universities.

4. Experiments and Results

4.1. Experimental Setup. The hardware platform of this experiment is the Windows10 system. The processor is Intel(R) Core(TM) i5-6500, and the computer memory is
The software platform mainly consists of two parts: MATLAB R2014a is used for image preprocessing, and PyCharm builds and trains the network model. The framework for deep learning uses TensorFlow. Using only one TensorFlow API, deep neural network computing may be distributed to any CPUs or GPUs on servers, PCs, or mobile devices.

4.2. Dataset. The evaluation dataset of a course from 2007 to 2020 was obtained from the educational administration system of a university with dataset format \((x_1, x_2, \ldots, x_n, y)\), with a total of 13,254 samples of data. As the primary body of the evaluation, data from evaluating teachers’ instructional processes with students are used as the input value for the assessment model. Because the expected output value of the goal is critical to the model’s verification, the comprehensive score is determined by evaluating the teachers’ various lectures as the model’s expected output value. The sample data with high and low evaluations and inconsistent with the facts were excluded by examining the dataset, and 11,017 samples of data were acquired at the end.

4.3. Evaluation Index. Mean square error (MSE), prediction accuracy, training time, and iteration times (epochs) were used as performance comparison indexes for the proposed DAE-SVM model and compared with standard BP neural network, decision tree algorithm, support vector machine, and other models. The MSE is the average squared difference between the estimated values and the actual value and is calculated as

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2,
\]

where \(n\) is the number of data points, \(Y_i\) is the observed value, and \(\hat{Y}_i\) its predicted value.

Likewise, accuracy is the number of correctly predicted data points out of all the data points and is calculated:

\[
\text{Acc} = \frac{\text{number of correct classified datapoints}}{\text{total number of total datapoints}} \times 100.
\]

4.4. Experimental Results

4.4.1. Accuracy. By learning different deep characteristics, different models produce varied recognition results. To ensure a fair comparison, all experiments were carried out in the same setting and with the same conditions. SVM, Adaptive BP, and DAE were used to compare the suggested model. Table 1 and Figures 5 and 6 illustrate the outcomes of the comparative experiment. SVM reported 8.26 MSE and 78.52% accuracy, respectively. The lowest MSE was observed in the case of simple DAE with MSE 5.96 and an accuracy of 81.25%. For Adaptive BP, the MSE and accuracy observed were 7.16 and 80.55%. The lowest MSE and highest accuracy was achieved by the proposed DAE-SVM method with 4.13 MSE and 85.23% accuracy.

4.4.2. Training Time. As the training function of a BP neural network, the improved gradient descent approach is more effective than the classic gradient descent approach and other methods in determining the adaptive learning rate and momentum term. Assuming that the number of neurons in the hidden layer is 20, the growth ratio and decline ratio of the adaptive learning rate are set as 1.3 and 0.5, respectively. The momentum term is set as 0.99. We provided the input dataset into the model for training to obtain a stable network model, then provided a validation test dataset, respectively, in two different algorithms as the training function, and computed the model’s performance in terms of MSE and prediction accuracy. Table 2 provides the training time taken by each method. The lowest training time was reported in the case of AdaGrad + Momentum with 36.52 s, whereas the gradient descent method took 56.52 s in training the model.
4.4.3. Number of Iteration. An epoch means training the network with all the training data for one complete cycle. In an epoch, we use all of the data exactly once. An epoch comprises one or more batches, where we use a part of the dataset to train the network [22, 23]. We call passing through the training examples in a batch. In this experiment, the average value is obtained by running the model for 10 iterations. The experimental results are shown in Table 3. The results show that when the adaptive learning rate and the gradient descent method with improved momentum term are used as the training function of the model, the learning rate of the model adaptively and dynamically adjusts according to the change of errors to ensure that the convergence speed of the model can be improved in the training process, and the error between the model and the expected value of the target can be greatly reduced. After 5000 epochs, the accuracy of the proposed adaptive learning approach [24, 25] reached up to 85.23%, and the MSE was reduced to 4.13. The results presented in Table 3 show that it is more effective than the traditional gradient descent method and another method in terms of prediction accuracy and iteration times, which proves the effectiveness of the proposed algorithm.

5. Conclusion

One of the most significant components of the teaching department’s teaching quality evaluation is teacher teaching evaluation. Using the teaching evaluation auxiliary decision-making system in a specific network environment can help to improve the logic and fairness of teaching assessment. In this paper, we studied the characteristics and existing problems of teacher teaching evaluation, analyzed the fundamental theories and methods of university teacher teaching evaluation. We developed an intelligent model for evaluating teachers’ teaching quality at colleges and universities. We proposed a novel combination of deep denoising autoencoder and support vector regression model. To achieve the reconstruction between the output data and the original input data, the model was constructed based on numerous hidden layers and performed several feature conversions during the unsupervised training process. To extract the main qualities of the data, the error mean square error was minimized. The model’s output layer employs support vector regression as a predictor to achieve supervised assessment and prediction. The proposed model achieved the highest recognition accuracy of 85.23% as compared to other methods. The proposed model was evaluated to demonstrate the superior performance of the method in improving the decision-making about teaching quality and can effectively assess and forecast the quality of university instruction.
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