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The ocean comprises an uninterrupted body of salt water confined within a vast basin on the earth’s surface. The ocean is the
largest ecosystem on earth with rich and diverse biological resources. Organisms that reside in salty water are referred to as
“marine life.” Plants, animals, and microorganisms including archaea and bacteria are examples of these. The existence of marine
life is not only a biological resource but also an economic source. Toys and other industries that imitate marine life have emerged
in the market. A different modeling design of marine life has improved with the passage of time and the concept of modeling
aesthetics has been incorporated. The identification of marine life images is challenging due to the complexity of the maritime
environment, and there are several flaws in marine life models. The rise of deep learning has brought some new ideas for the
weaknesses in marine life modeling, and the advantages of convolutional neural networks have contributed to some of the
concepts based on deep learning. This research analyses marine modeling by using the benefits of convolutional neural networks,
so that people can better understand marine life modeling. The experimental results indicate that the proposed approach has
achieved good results in marine life detection, and the modeling effect of ocean modeling analysis based on deep learning is good.

1. Introduction

The ocean is an uninterrupted body of salt water confined in
a massive basin on the earth’s surface. The primary oceans
and their peripheral seas encompass almost 71% of the
earth’s surface having an average position of 3,688 meters
(12,100 feet) [1]. The ocean is the largest ecosystem on earth,
with rich and diverse biological resources. The plants, an-
imals, and other species that survive in the salt water of the
sea or ocean are referred to as marine life. At its most basic,
marine life influences the nature of our world [2]. Most of
the oxygen we breathe comes from marine species. Marine
life shapes and protects shorelines and some marine crea-
tures help to generate new land. Most living species began in
saltwater environments. Strong marine ecosystems are vital
for civilization because they generate services such as food
security, animal feed, natural resources for medications,
construction materials made from coral rock plus sand, and
natural defense against threats including coastal erosion and
inundation [3].

The marine economy has become a new development
point for all nations’ national economies worldwide, and
China has also begun to execute the marine ranching project
and fiercely supports it as a growing strategic business [4]. It
is critical for human civilization to understand how to
develop marine biological resources in an effective and
sensible manner. Marine biological image detection tech-
nology has been widely employed in marine biodiversity
monitoring, ecosystem health assessment, and intelligent
aquatic fishing since the introduction of marine pastures.
The detection difficulties of marine biological images are
exacerbated in practical applications due to the complexity
of marine environment [5]. With the fast advancement of
computer vision technology, researchers from all over the
world have steadily used deep learning to the identification
of marine items, providing a new direction for the detection
of marine life images, as well as new concepts and directions
for marine life modeling [6].

Life evolved in the ocean, occupies the majority of the
earth’s surface, and influences the shape of human activities
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as well as human dwelling space. Protecting the ocean is the
same as protecting humans [7]. Based on deep learning, this
study analyses marine life modeling and builds a model to
better comprehend and appreciate marine life and the
beauty of natural life.

1.1. Modeling of Marine Creatures. Before the invention of
photography, scientists relied on the skillful hands of painters
to translate their ocean discoveries into paper. The product is
a set of scientific maps of marine life that are surprisingly
lifelike and occasionally humorous [8]. With the advance-
ment of science, the ability of human beings to explore the
world is continuously enhanced and the art of natural il-
lustration is constantly improving. In the nineteenth century,
artists were fundamental members of the scientific society,
contributing to the expression and distribution of knowledge
gained by scientists in nature [9]. The ocean century is a term
used to describe the twenty-first century. Humans have
steadily shifted their attention to the ocean, which provides
abundant natural resources, as terrestrial resources have
dwindled and the world’s attention to the ocean has expanded
rapidly [10]. However, there are many different species of
marine life, and drawing photographs with people and
equipment is tough, tedious process and extracts picture
information. The underwater world is very desirable and the
mysterious appearance of marine life attracts our attention.
With the advancement of science and technology, the ap-
pearance of marine life is displayed in front of humans
through high-precision instruments. The introduction of
marine life modeling design has transformed information
from photographs into finished goods, providing us with
more knowledge on marine life, allowing us to get a deeper
understanding of the subject and stimulating the development
of dolls, toys, and other businesses. Figure 1 shows pictures of
marine life. Figure 2 shows a charming dolphin key chain
pendant that has been used in the real world.

1.2. Modeling Aesthetics. The Chinese Encyclopedia of Fine
Arts defines plastic arts as “Plastic arts refers to the art of
visual static space images created with certain material and
means, generally including architecture, sculpture, painting,
arts and crafts, design, calligraphy, seal cutting and other
types” [11]. Modern plastic art is also known as visual art,
since the creative picture generated by plastic art is visible
and relies on vision to create and admire. The term plastic art
comes from the German “bildende kunst” and the English
“plastic art” refers to sculpture in a narrow sense. The
German literary theorist Lessing first used this concept; in
1766, Lessing’s masterpiece of art criticism, Laocoon, was
published, in which painting and poetry were distinguished
[12]. Art has been the principal object of study in aesthetics
since its inception as a separate subject in the mid-eighteenth
century. Aesthetics can be separated into several categories
depending on the art forms studied, such as music aesthetics
and architectural aesthetics. As a result, plastic aesthetics,
according to the author, is theoretical research on plastic art
forms including painting, architecture, and sculpture. Plastic
aesthetics concepts are regularly supplemented with fresh
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Ficure 1: Picture of marine life.
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FiGure 2: Cute dolphin keychain pendant picture.

content as the categories of plastic arts develop [13]. Plastic
aesthetics is an essential aspect of aesthetics, as well as the
focus of current aesthetic study, and it can be found in
various forms in contemporary visual culture. The artistic
culture of the twentieth century had a significant influence.

1.3. Deep Learning. Deep learning is an important branch of
machine learning and one of the current research hotspots in
the field of artificial intelligence as a new machine learning
approach [14]. Deep learning transforms the feature repre-
sentation into a new feature space of the sample in the original
space by performing layer-by-layer feature transformation on
the original data and learns to obtain a hierarchical feature
representation, which is more conducive to classification or
feature visualization [15]. Deep learning has become one of
the research hotspots and mainstream growth areas in the
field of artificial intelligence in recent years, due to the fast
development of ultra-large-scale computers, big data, smart
chips, and other technologies [16].

Deep learning is highly appreciated by academia and
industry, and the reasons for its rapid growth are inextri-
cably linked to rapid advancements in computer hardware
(major improvements in computer computing power) and
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software (widespread usage of open-source software). On
the one hand, the training phase of deep learning requires
high-density parallel computing processing for a large
amount of data. Traditional central processing units (CPUs)
are difficult to perform such tasks. Therefore, new processors
are constantly being designed and manufactured. The most
representative typical processors include the Nvidia and
AMD series of graphics processing units (GPUs), Google’s
Tensor Processing Units (TPUs), and Huawei’s Ascend
processors. Open-source software, on the other hand, has
emerged as the primary engine of deep learning research in
recent years, with widely used programming languages and
efficient algorithm programming frameworks serving as
supporting aspects. The main programming languages
suitable for deep learning are Python, Julia, MATLAB, and
C++. Python, created by Guido van Rossum of the Neth-
erlands in the early 1990s, is the most popular deep learning
programming language, with high simplicity, readability,
and scalability.

Deep neural networks are the most common type of deep
learning today, and the deep convolutional neural network
(CNN) is one of the most well-known and commonly
utilized architectures. Deep convolutional neural networks
have demonstrated outstanding results in a variety of ap-
plications in recent years [17].

The remainder of the study is composed of the following
sections: Section 2 is the ocean modeling analysis and
modeling based on the convolutional neural network in deep
learning, Section 3 is the experiment and application
analysis, while the conclusion is present in Section 4.

2. Ocean Modeling Analysis and Modeling
Based on the Convolutional Neural
Network in Deep Learning

This section is composed of the two subsections, which are
convolutional neural networks and You Only Look Once
Version 3 (YOLOv3) network structure.

2.1. Convolutional Neural Networks. The convolutional
neural network is a kind of neural network with deep
structure and convolution calculation, which has the
characteristics of weight sharing, local connection, and
convolution pooling operation [18]. These features can ef-
fectively reduce the number of training parameters and the
complexity of the network, making the model robust and
fault-tolerant. Because of these properties, convolutional
neural networks perform much better than fully connected
neural networks in various signal and information pro-
cessing tasks [19].

The convolutional neural network contains four modules
such as convolutional layer, pooling layer, activation function,
and fully connected layer. Convolution is an efficient method
to extract image features. The convolutional layer is the core
layer of the convolutional neural network and includes a
significant amount of computation. Convolution kernel
(filter), stride, and padding are all convolutional layer pa-
rameters. The filling approach can be used to compute the
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FIGUre 3: Pooling process.

edge numerous times to avoid edge information from being
lost. There are many methods of pooling, such as max pooling
and mean pooling. While, max pooling is a commonly used
method in convolutional neural networks. The pooling
process is shown in Figure 3. The Sigmoid or Tanh functions
were utilized in the early convolutional neural networks, and
subsequently, the rectified linear unit (ReLU) function was
included, as shown in Figure 4. In addition, the exponential
linear units (ELU) function and MaxOut function are also
often used. The fully connected layer is the classifier of the
convolutional neural network, usually at the end of the
network. Convolution operations can implement fully con-
nected layers. Each node in the fully connected layer must be
linked to every node in the preceding layer, learn model
parameters, conduct feature fitting, and synthesize the pre-
vious layer’s output features; then, therefore, this layer’s
weight parameters are the highest in the network.

2.2. YOLOv3 Network Structure. The network structure of
this experiment is improved based on YOLOv3. YOLOv3 is a
kind of YOLO network series, which belongs to the con-
volutional neural network based on candidate regions [20].
It improves the network structure of YOLOv2 and intro-
duces the residual structure. The method of multifeature
scale prediction is realized for detection, and finally, a good
detection effect is obtained. In addition, compared with
other convolutional neural networks based on candidate
regions, in terms of network structure, YOLOvV3 is more
concise, and it is simple to improve the network structure. In
this research, an enhanced structure suited for marine bi-
ological identification is provided based on the original
YOLOV3 network model. The structure of each layer for the
YOLOV3 network is shown in Figure 5.

The overall structure of the YOLOv3 network can be
divided into two parts as follows: feature extractor and
multichannel fusion detection. The multiscale fusion de-
tection branch of YOLOV3 is another component. YOLOV3



Mobile Information Systems

- -~ ReLU
—— Sigmoid
—— tanh
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Ficure 5: YOLOvV3 network structure.

combines the feature maps obtained by the feature extrac-
tion network through multiscale local fusion. The method is
directly detected by convolution.

3. Experiment and Application Analysis

The PyTorch framework is used in this study’s experimental
implementation, runs on a server with Intel(R)Xeon(R)CPU
E5-2620v3@2.40 GHz processor, and uses 64 GB memory,
the graphics card is NVIDIA TeslaT4 GPU and Ubuntul6.04
operating system and YOLOv3 improved network. The
performance of the YOLOv3 improved network in terms of

iterative convergence is shown in Figure 6. The National
Underwater Robot Competition provided the datasets used
in this work, with a total number of 8220 images. There are
four types of marine organisms in the dataset as follows: sea
cucumber (holothurian), sea urchin (echinus), scallop
(scallop), and starfish (starfish). Label and save the dataset as
an XML file using Labellmg and then split it into 6580
training sets and 1640 testing sets in an 8:2 ratio.

In the marine biology dataset, the tests contrasted the
detection accuracy of the original YOLOV3 network against
the enhanced network. Table 1 provides the detection results.
The results of the experiments indicate that the impact of
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F1Gure 6: Convergence effect of YOLOv3 improved iteration.

TaBLE 1: Comparison of different network detection results.

Network model Iteration times

Detection accuracy

YOLOvV3_improved 10000 0.7432
YOLOvV3 10000 0.7116
VGG-SSD 10000 0.7208
TaBLE 2: Performance comparison of different algorithms.

Algorithm Holothurian AP/(%) Echinus AP/(%) Scallop AP/(%) Starfish AP/(%) MAP/(%) FPS
Faster R-CNN 69.03 87.86 70.24 82.11 77.35 7
SSD 62.91 80.23 61.32 80.03 73.12 9
YOLOv3 72.61 88.01 69.36 81.69 78.09 13

YOLOvV3 has improved. Few algorithms are selected to
compare with IYOLOv3’s performance. The IYOLOvV3 al-
gorithm has obtained good results in the identification of
marine creatures, as given in Table 2. It can be shown that the
algorithm modeling effect of deep learning-based ocean
modeling analysis is good.

4. Conclusion

Due to the complexity of the maritime environment and various
shortcomings in marine life models, identifying photos of
marine life is difficult. The convolutional neural network
technique is used in this experiment based on deep learning to
create and evaluate marine life modeling, and the produced
model realizes the network’s deployment and application. The
original model of the convolutional neural network is selected
more often in this process and the accuracy is better, but it uses
more computational resources. The size of the network model is
gradually shrinking in the present research and development
process of the convolutional neural network. Because of this
study, a network topology with fewer parameters and lower
model complexity is chosen, and a multiscale feature fusion and
data improvement technique for marine creatures is

implemented to decrease the amount of calculation and the
resulting delay loss. It has a positive influence and promotional
value.
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