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Autism, a developmental disorder affecting social and communication skills, differs from most the mental handicap in showing a
characteristic pattern of poor, intact, and even superior cognitive abilities. (is study aims to solve the mismatch of the teaching
content and mental health education for autistic children. Inspired by artificial intelligence, an improved neural network matrix
factorization (NeuMF) model is designed based on the theory of collaborative filtering, and time data is added to improve the
NeuMF by using the K-means clustering algorithm. Several evaluation indexes such as root mean square error (RMSE) and mean
absolute error (MAE) are selected to assess the performance of the proposed model. Results show that RMSE and MAE of the
improved NeuMF model are 1.251 and 0.625, respectively, which are better than collaborative filtering and traditional neural
network factorization models. Moreover, the proposed model is used to recommend the activities of physical education (PE) for
developing the intelligence of autistic children. (is proves that the optimized model has better performance and can be used to
recommend online courses for autistic users. (is dynamic personalized curriculum recommendations model can help autistic
children recover in a short time.

1. Introduction

Autism is a developmental disorder with symptoms that
appear within the first three years of life. Its formal diagnostic
name is an autism spectrum disorder. (e word “spectrum”
indicates that autism appears in different forms with varying
levels of severity [1]. (is means that each individual with
autism experiences unique strengths, symptoms, and chal-
lenges. (e most prominent deficits in autism are social
communication, social interaction, and repetitive patterns of
activities or behavior. Moreover, the cooccurrence of specific
learning problems is also important in autism in terms of
problems in acquiring academic skills markedly below age
level and manifested in early school. Most individuals with
autism have several learning problems.(erefore, it is hard to
separate autism and learning difficulties in clinical diagnoses
and manifestations [2].

At present, due to the influence of unhealthy family
environments and inappropriate family education, the
number of children with autism increases each year.(is will
cause an indelible psychological impact and affect the de-
velopment of children [3]. Accordingly, there spring up
many special education institutions to provide help to these
children [4]. Several studies confirm the positive effects of
various sources of physical education on the performance of
children with autism, especially, their mental development,
behavioral problems, motor and social skills, and muscle
strength disruptive behavior. Studies have shown that im-
proved health, including some psychosocial indicators in
children with autism, is an outcome of applying specific
types of physical education in the developed physical edu-
cation programs [5]. Nowadays, there are several approaches
to organizing PE for children with autism. Some authors are
convinced that individual tasks are more significant in
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improving the psychophysical development and elaboration
of social skills among children with autism [6]. With the
development of the Internet age, such education is carried
out online, which makes education convenient and time-
saving. However, there also appear many problems. For
example, teachers may not be able to observe the learning
state of learners directly, and it is difficult to collect the
information of learners after class so that they cannot bring
appropriate curriculum that meets the needs of learners.
Teachers have collected a large number of useful data in the
process of network teaching, and how to use these data to
reform education remains a hot topic in a long run. (e
emergence of artificial intelligence (AI) provides a good idea
for constructing the recommendation system [7].

To optimize physical education for developing the in-
telligence of autistic children, several recommendation al-
gorithms were integrated. Lampos et al. [8] proposed an AI-
based approach for selecting effective teacher communication
strategies in autism education and explored the potential of AI
in autism education to help teachers’ ineffective practice in
developing social and educational outcomes for autistic
children. A protocol was designed to detect such interactions
and analyze the basic patterns in the collected observations.
Moreover, machine learning techniques were employed to
predict student response given the form of communication
used by teachers under specific classroom conditions. Stevens
et al. [9] determined the subgroups of autism by using ma-
chine learning algorithms such as Gaussian Mixture Models
and Hierarchical Agglomerative Clustering. It was reported
that machine learning can recognize the phenotypes of au-
tism. Heinsfeld et al. [10] examined the application of deep
learning algorithms for the identification of autistic children
using the brain activation patterns.(e prediction accuracy of
this approach reached 70% which showed that machine
learningmethods are a very promising tool for the assessment
of mental disorders. Kosmicki et al. [11] used machine
learning algorithms to classify the people into autistic and
nonautistic patients, and the results reached 98, 81% of ac-
curacy. (e authors in [12] explored machine learning
employing swarm intelligence to improve the accuracy and
prediction of autism. Mirac et al. [13] observed some pre-
diction factors after a 3-year clinical observation and psy-
chiatric therapy of a group of autistic children and used
machine learning methods to investigate the psychiatric,
developmental, social, and demographic factors that affect the
prognosis for children with autism. Crippa et al. [14] in-
vestigated the power of artificial intelligence to diagnose
children with autism using kinematic analysis. (e experi-
ment involved a simple reach, grasp, and drop task with a ball,
and the mean accuracy reached 84,9%.(e goal of the earliest
recommendation algorithms was to bring personalized ser-
vices to the people. Later, some scholars used the collaborative
filtering (CF) method to build the recommendation system
[15]. Based on the former, the item-based CF is introduced.
With its continuous development, the recommendation
system is classified, and it includes content, CF, and hybrid
intelligent recommendation methods which are gradually
applied in course teaching and provide many possibilities and
personalized recommendation methods for online education

[16]. However, the recommendation accuracy decreases due
to data missing, which results in data sparsity [17].

To reduce the data sparsity, this study integrated deep
learning (DL) with CF, and an improved Neu matrix fac-
torization (improved NeuMF) is designed. (e traditional
matrix decomposition is used to find the linear relationship
between users and items, and the multilayer neural network
is used to explore the nonlinear relationship between users
and items. (e accuracy is also optimized to reduce the
number of missing data. (e time data are applied to im-
proved NeuMF by using the K-means clustering algorithm
(K-means) to maximize the optimization of online courses.
After experiments, relevant evaluation indexes are selected
to accomplish simulation tests on relevant datasets. (e test
results show that the performance of the model is good. (e
model designed based on improved NeuMF can provide
appropriate activities of physical education (PE) for devel-
oping the intelligence of autistic children, which plays an
important role and has great significance for the recovery of
autistic students.

(e rest of themanuscript is ordered as follows: Section 2
provides an overview of the materials and methods used and
describes the proposed algorithm. In Section 3, the results
are illustrated, and Section 4 is about the conclusion.

2. Materials and Methods

2.1. Problems in PE for Developing the Intelligence of Autistic
Children. In real life, intelligent physical education (IPE)
refers to special education carried out by formal educational
institutions to make autistic students receive high-level
education. (ey focus on the development and recovery of
autistic children and provide skills training for them [18].
(e training is usually conducted from the simple to the
difficult and ultimately enables the children to have physical
exercise suitable for their development. However, only when
students with intellectual disabilities have the initiative to
participate in PE, may cause unbalanced development. (e
problems in PE for developing the intelligence of autistic
children are shown in Figure 1. (e following section il-
lustrates the different problems in PE for developing the
intelligence of autistic children.

(i) Mismatch of the Teaching Content.At present, many
teaching materials in special schools are adapted
based on general education. Some teaching mate-
rials at this stage weaken the simplicity of high-tech
projects, making the learning cycle disconnected.
Although corresponding achievements have been
made, the adapted textbooks still have a great gap
with the needs of this kind of children [19].

(ii) Lack of Real-Life Application. Because the devel-
opment state of autistic children restricts their
normal development of bodies, high-tech activities
are not attractive to them and may have a negative
effect on their psychology. (ey are very interested
in content that is closely related to real life. Un-
fortunately, the connection between the content of
many courses and real life is weak [20].
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(iii) Little Communication between Teachers and Stu-
dents. (e interaction between teachers and stu-
dents is little in the teaching process in special
schools. When teachers pay no attention to stu-
dents, students’ enthusiasm for the study will be
greatly reduced, which will have a strong negative
impact on the healthy development of autistic
children [21].
With the continuous development of AI, the pro-
motion of online education provides a break-
through to solve the mismatch of the teaching
content of PE and the children. However, there are
still imperfections in the online curriculum rec-
ommendation algorithm, which needs to be
improved.

2.2. Problems in Curriculum Recommendation. Before the
curriculum recommendation algorithm can be proposed,
there are still a few problems that need to be solved. (ese
problems are depicted in Figure 2.

(e problem of data sparsity exists because CF analyzes
the users’ previous information and uses it as the basis for
relevant recommendations [22]. However, the ratings of
related items may not be sufficient, and users may not know
whether the ratings are accurate or not. After the user
completes course learning, the rating may become an extra
item and will not be complete, resulting in data sparsity.
Data sparsity is one of the most important challenges in data
in which each user only rates a small set of items. In real life,
because there is no way to conduct face-to-face learning,
there may appear the phenomenon that the rating may be
performed casually leading to data sparsity. In the learning
process, learning resources should be constantly updated, so
that the accuracy of the recommendation algorithm can be
confirmed. In addition, time is different from other auxiliary
information such as users and course information. With the
influx of other data, more time is needed [23].

Because of the above three problems, it is found that the
neural network can extract high-level features and solve the
problem of data sparsity in the nonlinear network of users

and items. (e interference of previous courses on new
recommendations can be reduced by adding the time into
improved NeuMF, and the recommendation accuracy can
be improved accordingly. In the face of the particularity of
time, other data need to be optimized to upgrade and im-
prove the model. Moreover, a comprehensive analysis of the
shortcomings of the recommendation model is conducted.

2.3. Artificial Neural Networks. (e integration of DL and
online curriculum recommendation is of great practical
significance. Online curriculum learning is adopted by many
training institutions at present. As it is convenient and easy
to access, students can learn a lot of knowledge without
leaving home. However, the learning capabilities and states
of the majority of students cannot be supervised due to the
lack of face-to-face communication between teachers and
students. And the gap between the teaching content and
students’ needs becomes greater and greater, and students
will lose their interest in online courses. (is problem can be
solved using course recommendation systems. (e inte-
gration of deep learning and the traditional recommenda-
tion algorithms can provide the individual needs of students
[24].

As a model, the neural network can analyze complex
problems according to their characteristics, and the rela-
tionship between the relevant nodes should continue to be
adjusted. Neurons are the basic components of neural
networks. Each neuron has multiple inputs, and the effect of
input data on the whole neuron can be adjusted by weights.
(e higher the weight of an artificial neuron is, the stronger
the input which is multiplied by it will be. Weights can also
be negative, where the signal is inhibited by the negative
weight. Based on the weights, the computation of the neuron
will be different. By regulating the weights of an artificial
neuron, the output for specific inputs can be obtained.When
there are hundreds or thousands of neurons in an ANN, it
would be quite difficult to find by hand all the necessary
weights. However, we can find algorithms that can adjust the
weights of the ANN to obtain the desired output from the
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Figure 1: Problems in PE for developing the intelligence of autistic
children.
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network. (is process of adjusting the weights is called
learning or training.(e continuous optimization of weights
is to learn and train neural networks, and neurons can be
expressed in image or text format. (e neurons are mainly
divided into input, output, and hidden units [25].(e neural
network is composed of neurons, as shown in Figure 3.

(e input layer of ANN receives external signals, the
hidden layer is often between the input and output layer, and
the output layer produces the output of the network. Using
analysis of data processing, learning, and training, the ap-
propriate solution is produced in the output layer. Weights
are constantly adjusted according to the actual situation,
which is called autonomous learning [26].

(e neural network is determined by the structure of
networks and is optimized using different hyperparameters.
For example, there are activation functions, weights, and
connection methods that are worthy of attention. Among
the three, the activation function plays a vital role in the
learning and training of ANN. In the relevant network, the
nodes of each layer convert the input data into the output.
(e relevant activation function is needed to make a good
conversation between the last output and the next input. It is
not difficult to find that the so-called activation function is
the functional relationship between the two.(e neurons are
input and mapped to the output by the activation function.
An activation function in a neural network states how the
weighted sum of the input is transformed into an output
from a node in the network. When the activation function is
used, its nonlinearity can change the input-output rela-
tionship of the network layer from linear to nonlinear to
explore the deeper relationship. (e selection of activation
function has a significant impact on the performance of the
neural network, and different activation functions may be
used in different parts of the neural network model. (e
common activation functions are Sigmoid, Tanh, and ReLU,
which are introduced in detail to pave the way for the later
model design [27]. (e range of Sigmoid is between 0 and 1,
and the results obtained by the input function are all between
0 and 1. When the difference in item characteristics is not
obvious, the effect is better, because the calculation of this
function is complex and the gradient often disappears. (e
conversion equation between function S and input x is as
follows:

S(x) �
1

1 + e
− x,

S′ �
e

− x

1 + e
−x

( 
2 � S(x)(1 − S(x)).

(1)

Tanh solves the problems found in Sigmoid and is not
symmetrical to the origin. It is a hyperbolic function and has
the disadvantage of gradient saturation. (e conversion
between Tanh and input x is calculated as follows:

Tanh(x) �
e

x
− e

− x

e
x

+ e
−x . (2)

Compared with Tanh and Sigmoid, ReLU has no satu-
ration in its value, and the gradient does not decline [28]. On

calculating, the function is used to calculate the maximum,
not the index, and the gradient has some other problems.
(e conversion equation between function ReLU and input
x is as follows:

f(x) � max(0, x),

ReLU(x) �
x, ifx> 0

0, ifx≤ 0
.

(3)

2.4. CF Based on Neural Networks. Collaborative filtering
filters information by using the interactions and data
collected by the system from other users. (e CF is based
on the idea that users who agreed in their evaluation of
certain items are expected to agree again in the future.
Most collaborative filtering approaches use similarity
index-based techniques. Several users are selected based
on their similarity to the active user, and inference for the
active user is made by calculating a weighted average of
the ratings of the selected users. Its working principle is to
judge the users’ preferences by analyzing their previous
data. According to these preferences, users are classified
and grouped. Users with similar preferences are recom-
mended similar courses [28]. (e recommendation based
on CF is optimized by researchers, expecting to improve
its performance. Previously, in CF many matrix factor-
ization (MF) methods were used to construct hidden
feature correlations between users and items. However, a
simple inner product cannot estimate the complex cor-
relation, and the accuracy of recommendation is affected
[29]. (erefore, an improved neural network matrix
factorization (NeuMF) is proposed, where the neural
network replaces the inner product in the previous matrix,
which can help to reveal the linear and nonlinear relations
between users and items. (e framework of improved
NeuMF is shown in Figure 4.

Figure 4 shows that improved NeuMF has four levels,
namely, the input layer, the embedded layer, the NeuMF
layer, and the output layer. (e input layer is to input users’
information and items. It also transforms each user and item
into a vector [30]. If there are n users, it will be converted

Input Layer

Hidden Layer

Output Layer

Figure 3: Artificial neural network.
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into a vector of 1× n users, which will be converted into
sparse vectors later. After the input arrives at the embedding
layer, the input vector is multiplied by the embedding
matrix. If there are n users and the embedding dimension is
m, the size of the embedding matrix is m× n. (e line refers
to the embedding vector of the relevant users. After the
users’ and item embedding matrices are obtained by the
NeuMF layer, the output layer outputs the final results.

2.4.1. Generalized Matrix Factorization Model. Matrix fac-
torization deposes a matrix into a product of 1 or nmatrices
to overcome the shortcomings of data sparsity in the tra-
ditional cooperative filtering algorithm [31]. (e left side of
the neural collaborative filtering model is the generalized
matrix factorization model (GMF), which uses the product
of vectors to perform calculations, and the final result is also
a vector. (e equation of GMF is as follows:

pu � p
1
, ......, p

k
 ,

qi � q
1
, ......, q

k
 ,

φ pu, qi(  � pu · qi � p
q
q

q
, p

2
q
2
, ......, p

k
q

k
 ,

yui � αout h pu · qi( ( ,

(4)

where pu and qi are the potential feature vectors of users and
items input into the embedding layer. (e correlation be-
tween users and items is obtained by the inner product, and
then the final prediction results are output through the
output layer. Likewise, a, u, and t are the activation functions
of Sigmoid, and h() is the output layer [32].

2.4.2. ANN with a Forward Structure. Multilayer percep-
tron (MLP) is an ANNwith a forward structure. It consists
of multiple layers, including the input layer, hidden layer,
and output layer. All these layers are fully connected, and
data are transmitted forward between them. After each
output is calculated by the algorithm, the back-
propagation (BP) algorithm is used to find the optimal
parameters. If the data entered in the input layer is (a, b)
and the weights of the hidden and output layer are w1 and
w2, the equations of the functions a, u, and t obtained
from the hidden layer are

αh � f1 w1 · α( ,

αout � f2 w2 · αh( .
(5)

Improved NeuMF is next to the MLP framework. (e
network structure of MLP can find the deeper correlation
between users and items, as shown in Figure 5.

Figure 5 shows that the feature vectors Pu andQi of users
and items are used as input into MLP to find the final score,
which is different from GMF in dealing with the embedding
vectors of users and items in the embedding layer.

2.5. Construction of Improved NeuMF with Time Fusion.
In practice, the time has a relatively large effect on online
curriculum resources. Generally, it is believed that the
user’s preference is fixed and does not change. But in the
real teaching process, the user’s preference changes with
time. (erefore, in addition to DL, relevant auxiliary
information can make the recommendation effect better
[32]. Time is fused into the recommendation algorithm to
better explore the dynamic preferences of users. As
compared to the existing recommendation models, the
greatest factor influencing the recommendation effect is
time. With the continuous improvement of learning, the
curriculum resources should be renewed because the
learning direction of each user changes in different stages.
In this study, the popularity of the courses is also pre-
sented along with time. Moreover, the time is classified by
K-means and it is fused into MLP and GMF as a time
feature vector, providing users with a more accurate
dynamic recommendation.

K-means is an algorithm for partitioning clustering.
In K-means, several data on the dataset are randomly
selected as the initial values. Next, they are compared
with the obtained values, and the comparison is to cal-
culate the distance between the central value and each
datum.(en, the calculation results reveal the correlation
between the data and the center, and each datum is
assigned to the nearest cluster center. Finally, the cluster
center and each datum next to it form a cluster. If the
cluster center is changed, the process is repeated; oth-
erwise, the process is terminated. (rough this method,
the data can be divided into several categories. Distance y
is expressed as
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Figure 4: (e framework of neural collaborative filtering.
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y � min
n

i�1
min

j�1,2,..k
xi − μ2, (6)

where xi is the data on the dataset, μ is the clustering
center value, and K is the number of initial clusters.
K-means finds the correlation between data and classifies
them in the cluttered data. Time can be infinitely large,
which proves that time can be unilaterally used as aux-
iliary information in the model. In this case, the com-
plexity of the model greatly increases. (erefore, K-means
is used to solve the problem and map time into an interval.
In this way, improved NeuMF is designed, and its
framework is shown in Figure 6.

In the learning and training of the proposed model, the
convergence speed of the training may be affected and
slowed down with an increase in the number of network
layers. With this regard, batch standardization is performed
according to relevant standards, and the distribution of the
input values of each layer is adjusted to speed up the training
speed. (e batch standardization layer is added into MLP to
improve the training speed and alleviate overfitting. After
linear learning and nonlinear learning, the obtained feature
vectors are connected, and the Sigmoid activation function is
used to output the results. (e improved NeuMF is
computed as
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where pM
u and pGMF

u are the inputs of the user in MLP and
GMF, tGMF

ui is the time spent by the user on item i in GMF,
and the viewing time classified in MLP is input as one-di-
mensional vectors.

3. Results

(ere are many online course platforms, such as MOOC and
Netease Cloud Classroom. In this study, the Scrapy in py-
thon is used to crawl the data of MOOC, and a total of
289333 data are collected, from which more than 13 user
records are randomly selected and 6689 users and 478
courses on the dataset are obtained. (e root means square
error (RMSE) and means absolute error (MAE) of CF, Neu
matrix factorization (NeuMF), and improved NeuMF are
compared, and the results are analyzed.

3.1. Performance Comparison. We compared different
methods for course recommendation. Among the 6689 users
and 544 courses, the course that users have learned is se-
lected as the test set and the remaining courses were used as
the training set. A total of 100 courses that users learned were
added to the test set. To compare the performance of
NeuMF, improved NeuMF, and CF, we computed RMSE
and MAE of the data for all three algorithms. (e com-
parative results are shown in Table 1.

It can be seen that RMSE and MAE of improved NeuMF
are 1.251 and 0.625, respectively. Similarly, the RMSE and
MAE for NeuMF are 1.372 and 0.825, respectively. (e
collaborative filtering reported the highest values of 3.362 for
RMSE and 2.953 for MAE. It is evident that as compared to
the other two algorithms, the error produced by the pro-
posed improved NeuMF is significantly smaller and its
accuracy is higher.(e values of each of these algorithms are
put into the dot-line diagram to highlight the gap between
the obtained results, as shown in Figure 7.

(e comparison shows that RMSE and MAE of im-
proved NeuMF are about 1% lower than those of NeuMF
and CF, and its accuracy is higher.

3.2. Comparison of Accuracy and Sequential Experiments of
Different Algorithms. Various evaluation metrics are used
for evaluating the effectiveness of a recommendation system.
To evaluate the efficiency of the different recommendation
systems, we employed Hit Ration (HR) and Normalized
Discounted Cumulative Gain (NDCG). HR can reflect the
accuracy of recommendation and is simply the fraction of
users for which the correct answer is included in the rec-
ommendation list and NDCG can present the order of

O
ut

pu
t

Th
e C

on
ne

ct
io

n
La

ye
r G

M
F 

La
ye

r

U
se

r F
ea

tu
re

Ve
ct

or

Fi
xe

d 
Ite

m
Fe

at
ur

e
Ve

ct
or

M
LP

 L
ay

er

Time Information

GMF Item Category

User Feature vector

Time Information

MLP User Category

GMF User Category

Item
ID

User
ID

Figure 6: Improved NeuMF.

Table 1: Comparison results of RMSE and MAE.

NeuMF Collaborative filtering Improved NeuMF
RMSE 1.372 3.362 1.251
MAE 0.825 2.953 0.625
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recommended items. (e three algorithms are compared in
terms of HR and NDCG, and the results are shown in
Table 2.

Table 2 shows that NDCG and HR of improved NeuMF
are 0.42 and 0.51, respectively, whereas those of NeuMF and
collaborative filtering are 0.32, 0.37 and 0.06, 0.11, respec-
tively. (e addition of time can help to find more suitable
courses for users. (e gaps of the above algorithms are
displayed in Figure 8.

In the figure, NDCG and HR of improved NeuMF are
higher than others. It can be concluded that NDCG and HR
of improved NeuMF are about 0.4 higher than CF. (ere-
fore, the performance of the designed algorithm is more
excellent when time is added.

4. Conclusion

(ere are more and more autistic children due to the in-
fluence of unhealthy family environments and inappropriate
family education. (is study is conducted to help them
recover in PE by recommending more suitable online
courses for these children. In this process, the advantages of
DL and CF are integrated to design an improved NeuMF.
(e matrix decomposition is used for the linear relationship
between users and items, andMLP is employed for capturing
the nonlinear relationship between them. Since with the
progress of teaching, curriculum resources are changed
accordingly, time is added to CF by K-means to maximize
the optimization of online curriculum resources. Relevant
evaluation indexes are selected to operate simulation tests on
relevant datasets. (e test results show that the model
proposed has the optimal performance compared with
others. Based on DL, the model designed can provide better
curriculum recommendations for autistic children, which

plays an important role in their recovery. In this study, only
individual learning platforms are selected in the data se-
lection, which may have a certain impact on the experi-
mental results. In the subsequent research, the size of sample
data will be expanded to make the experimental results more
convincing.
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