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A great diversity comes in the field of medical sciences because of computing capabilities and improvements in techniques,
especially in the identification of human heart diseases. Nowadays, it is one of the world’s most dangerous human heart diseases
and has very serious effects the human life. Accurate and timely identification of human heart disease can be very helpful in
preventing heart failure in its early stages and will improve the patient’s survival. Manual approaches for the identification of heart
disease are biased and prone to interexaminer variability. In this regard, machine learning algorithms are efficient and reliable
sources to detect and categorize persons suffering from heart disease and those who are healthy. According to the recommended
study, we identified and predicted human heart disease using a variety of machine learning algorithms and used the heart disease
dataset to evaluate its performance using different metrics for evaluation, such as sensitivity, specificity, F-measure, and clas-
sification accuracy. For this purpose, we used nine classifiers of machine learning to the final dataset before and after the
hyperparameter tuning of the machine learning classifiers, such as AB, LR, ET, MNB, CART, SVM, LDA, RF, and XGB.
Furthermore, we check their accuracy on the standard heart disease dataset by performing certain preprocessing, standardization
of dataset, and hyperparameter tuning. Additionally, to train and validate the machine learning algorithms, we deployed the
standard K-fold cross-validation technique. Finally, the experimental result indicated that the accuracy of the prediction classifiers
with hyperparameter tuning improved and achieved notable results with data standardization and the hyperparameter tuning of
the machine learning classifiers.

1. Introduction

As per the World Health Organization (WHO) report, 17.9
million deaths occurred from cardiovascular diseases
(CVDs) in 2019, representing 32% of all global deaths [1] and
having an annual mortality rate of greater than 17.7 million
[2]. In 2018, the Australian Institute of Health and Welfare
(AIHW) reported cardiovascular disease (CVD) as the
leading cause of death in Australia, representing 42% of all
deaths [3]. Researchers are attempting to develop an effective
technique for the timely identification of heart diseases as

existing heart disease diagnosis methods are ineffective in
early detection for various reasons, including accuracy and
computational time [4]. When advanced technology and
healthcare experts are unavailable, diagnosing and con-
trolling heart disease is incredibly challenging [5]. Many
people’s lives can be saved with a good, solid diagnosis and
treatment [6]. A physician’s evaluation of the patient’s
medical history, physical examination report, and analysis of
concerning symptoms are used to diagnose heart diseases.
However, the findings of this method of diagnosis are in-
sufficient in detecting heart disease patients. Furthermore, it
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is both costly and computationally challenging to examine
[7]. +us, we build a noninvasive prediction system to
handle these issues using machine learning classifiers. Heart
diseases are efficiently diagnosed using an expert decision
system relying on machine learning classifiers and artificial
fuzzy logic. As a consequence, the death ratio declines [8, 9].
Numerous researchers used the Cleveland heart disease
dataset. For training and testing, the predictive models of
machine learning require appropriate data. When a refined/
standardized dataset is used for training and testing, the
accuracy of machine learning classifiers can be improved.
Furthermore, by incorporating relevant and related data
features, the predictive model capabilities can be enhanced.
+erefore, data standardization and feature selection are
important for machine learning classifiers’ accuracy. Nu-
merous researchers have used different predictive tech-
niques in the literature, however, these approaches do not
predict heart diseases effectively. Data standardization is
necessary to enhance the machine learning classifiers’ ac-
curacy. +ere are different standardization techniques, such
as standard scalar (SS), min-max scalar, and others that are
used to remove the missing feature value instances from the
dataset.

Multiple tests are required for heart disease prediction.
Timely identification is difficult. Cardiovascular disease
prediction is complicated, especially in emerging nations,
where there is a shortage of skilledmedical personnel, testing
equipment, and other resources needed for the identification
and treatment of individuals with cardiac problems [10].
When trained using appropriate data, computational clas-
sifiers can be useful in diagnosing diseases [11]. Numerous
machine learning-based methods have been proposed for
predicting the risk of CSD.Most of these methods exploit the
use of publicly available datasets for the purpose of model
training and evaluation.+e availability of these datasets has
improved the performance of machine learning-based
predictive models and opened up new research avenues for
researchers to develop cutting-edge algorithms for pre-
dicting CVD risk. +ese datasets provide information about
different risk factors and the patient’s disease status (whether
the patient has a disease). Preprocessing is required for
designing predictive models for CVD because the clinical
datasets available are inconsistent and duplicated [12].
Furthermore, information about different risk factors (fea-
tures) is available, and the selection of an appropriate set of
features is based on certain criteria, such as having a high
prevalence in most populations, having a significant impact
on heart disease on their own, and being able to be con-
trolled or treated to lower the risks [13]. Various risk factors
or features have been employed by different studies when
modeling CVD predictors. When machine learning algo-
rithms are trained on appropriate datasets, they are most
effective [12, 14]. Limited medical datasets, feature selection,
ML algorithm implementations, and a lack of in-depth
analysis are all obstacles that may preclude the effective
prediction of heart diseases. Our research intends to fill some
of these knowledge gaps to construct a better CVD pre-
diction model. Apart from that, the datasets used in existing
studies also have some limitations. +ese datasets do not

include sufficient risk factors or attributes from the detailed
clinical data.+is difference in clinical severity may affect the
prediction accuracy. +ese limitations have not been suffi-
ciently considered in previous studies. In the state-of-the-art
research, dataset standardization and algorithm tuning were
not performed.

For enhanced cardiac disease prediction, researchers
have developed a variety of machine learning models, such
as SVM, KNN, FR, DT, LR, NB, and so on. Heart disease
prediction accuracy, on the other hand, remains a challenge.
It is critical to develop a novel and cost-effective tool for
predicting the risk of heart disease with high accuracy. +e
NB, BN, RF, and MLP total level of complexity has not been
defined. +e age element is the age risk factor, which is also
excluded in NB, BN, RF, and MLP from dataset [15]. +e
system was studied using StatLog datasets. For the Cleveland
dataset, important risk factors, such as age, RestECG, ST
Depression (Slope), and so on are removed from the model
[16]. For the standardization of the proposed approach, no
significance tests are performed, and StatLog dataset [17]
and Z-Alizadeh Sani dataset are used. +e dataset has a
smaller size. +e obtained result was not compared to other
datasets for standardization, and the Cleveland dataset was
used [18].

In this research work, we proposed a machine learning
classifier that includes random forest (RF), XGBoost (XGB),
decision trees (CART), support vector machine (SVM),
multinomial Näıve Bayes (MNB), logistic regression (LR),
linear discriminant analysis (LDA), AdaBoost classifier
(AB), and extra trees classifier (ET) for heart disease pre-
diction. +e standardization and hyperparameters are per-
formed using the GridSearch CV method to select the best
value for the hyperparameters for the best machine learning
classifier. Apart from that, various performance evaluation
parameters, such as accuracy, precision, sensitivity, recall,
and F-measures, are used for the machine learning classi-
fier’s performance. +e proposed method has been tested on
the Cleveland HD dataset. Moreover, the proposed machine
learning classifiers’ accuracy has been compared to existing
state-of-the-art methods in the literature, such as SVM, LR
[19], and RF [20].+e proposed work has the followingmain
contributions:

(1) Firstly, the authors attempt to address the issue of
datasets and then refine and standardized the
datasets. +en, the datasets are used to train and test
classifiers and determine which classifiers provide
the best accuracy results.

(2) Secondly, the authors, to identify the best values of
hyperparameter, used the GridSearchCV method.

(3) +irdly, apply the machine learning classifiers with
the best hyperparameter values to achieve the highest
accuracy performed using hyperparameter tuning.

(4) Finally, the proposed classifier (SVM) gives state-of-
the-art accuracy.

+e rest of the paper is organized as follows: in Section 2,
a literature review of the existing machine learning tech-
niques has been discussed. Section 3 describes research
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goals, and Section 4 describes a proposed methodology to be
followed during the study. Section 5 describes data collec-
tion, Section 6 discusses the experimental results, and
Section 7 concludes the paper and gives future work.

2. Section II: Literature Review

+e primary method used by the physicians was the aus-
cultation method for distinguishing between normal and
abnormal cardiac sounds [21]. Every heart disease was
identified by the physicians listening to these sounds of the
heart using stethoscopes [20]. +e auscultation technique
used by professional doctors to diagnose a heart disease has
some drawbacks. +e clarification and classification of
distinct sounds in the heart are associated with the abilities
and practices of the doctors, which are gained after lengthy
examinations [22].

Apart from the manual method, various machine
learning methods have been proposed for CVD detection.
Research was conducted by Amin et al. [19] to classify the
most relevant attributes of heart disease prediction. Seven
classification algorithms are used, which consist of NB,
KNN, LR, DT, NN, SVM, and Vote. +e Cleveland datasets
were obtained from the UCI repository of machine learning,
which consists of 303 records and 76 attributes. +e 10-fold
cross-validation method is used for model training and
testing. We used 10-fold cross-validation because, in the
dataset, we have fewer training examples, and using data
split, such as train-test split, will give us an underestimate of
the model predictive performance because we will have
fewer number of examples in the training set. However,
using 10-fold validation, the model will have 90% of the data
to learn from.+e Vote Classifier achieved a higher accuracy
of 87.4%. A study carried out by Ketut Agung Enriko et al.
[23] used a KNN classifier with minimal parameters for
heart disease prediction and had an accuracy rate of 81.85%.
When using KNN, the performance drops as the number of
parameters increases, and it uses 90% of the input for
training, which is computationally expensive. Subhadra et al.
[24] conducted the study. +e used training algorithm is a
multilayer perceptron neural network (MLP-NN) with
backpropagation for heart disease prediction. To evaluate the
system’s performance, recall, accuracy, precision, and
F-measure are employed, and model training and testing are
carried out using the UCI repository of machine learning
Cleveland dataset, which consists of the records of 303
instances and has 76 attributes. +rough preprocessing,
missing values were removed from the data, which consisted
of six records, and the 14most relevant attributes of the heart
disease were used. +e results generated during the exper-
iment showed that MLN-NN obtained a higher accuracy of
93.39%, with a running time of 3.86 seconds. Another study
conducted by Khan et al. [25] used a comprehensive pre-
diction of heart disease based on an analysis using some of
the most popular machine learning classifiers. For training
and testing, only 14 features are employed from the
Cleveland (UCI) datasets, which consist of 303 records.
+ere was a data preprocessing activity carried out, resulting
in a dataset consisting of 296 records. +e results of SVM

classifiers achieved a higher accuracy of 90.00%. Tarawneh
et al. [26] have conducted a study using the hybrid ap-
proaches of data mining classifiers to predict heart disease.
+e datasets were obtained from the UCI repository of
machine learning, which consists of 303 records and has 76
attributes. Model training and testing were performed on 14
attributes. +e data was preprocessed to minimize the
features from 14 to 12. KNN, NN, SVM, GA, J48, RF, andNB
are the classification algorithms used to assess the precision,
recall, and accuracy of cardiac disease prediction. +e ac-
curacy obtained by SVM and NB was 89.2%, and they made
better predictions of heart disease. Anitha et al. [27] have
conducted a study using learning vector quantization al-
gorithms for the prediction of cardiac disease. +e accuracy
achieved by this algorithm is 85.55%. +e datasets were
taken from the University of California, Irvine’s (UCI),
machine learning library, which consists of 303 records and
has 76 attributes. +e data were preprocessed because of
missing values, resulting in a sample of 302 records, with
only 14 features used for heart disease. +e dataset is cat-
egorized into two sections: 70% for model training and 30%
for model testing. Another study developed by Jagtap et al.
[28] developed a web-based application for heart disease
prediction using machine learning techniques. For the
classification algorithms, LR, NB, and SVM are used for
model training and testing. Using the UCI machine learning
repository, the Cleveland datasets were divided into 75
percent and 25 percent for training and testing, respectively.
+e data were preprocessed to eliminate discrepancies and
missing values, and SVM achieved a higher accuracy of
64.4%. +e study’s limitation was its inability to detect the
risk factors of human heart disease patients at an early stage.
Another study developed by Dulhare et al. [29] combined
the common feature selection algorithms of particle swarm
optimization (PSO) and Näıve Bayesian algorithms for an
efficient prediction of heart disease. +e model training and
testing processes were conducted using the UCI repository
of the machine learning dataset of VA Long Beach, which
consists of 270 records and 14 attributes, however, only 7
attributes out of the 14 attributes of heart disease were used
to predict it. When combined with PSO and NB, the per-
formance accuracy of NB increases to 87.91%. It has been
shown that accuracy improves by 8.79% as compared to NB
accuracy. Another study was developed by Kim et al. [30]
using machine learning algorithms to predict heart disease.
+e datasets were collected from the repository of machine
learning at the University of California, Irvine (UCI), which
consists of 303 records and uses 14 attributes. For training
and testing, the 10-fold cross-validation approach is utilized.
+e DTalgorithm performs with a better accuracy of 93.19%
prediction of heart disease. Siontis et al. [31] describe the
present and future condition of AI-enhanced electrocar-
diogram (ECG) in the diagnosis of heart disease in at-risk
communities, summarize its consequences for healthcare
decisions in patients with cardiovascular disease, and assess
its potential drawbacks. Linda et al. [32] proposed a unique
health information system for prescribing exercise to heart
disease patients. According to their early findings, clinicians
are confused about how to establish an exercise prescription
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for patients with numerous CVD risk factors. For patients,
the supplied system is an easy-to-use, guided, and time-
saving evidence-based method. Ali et al. [33] provided a
three-phase PB-FARM approach for the assessment of
disease-related risk factors. It was also used to analyze the
factors that influence the incidence of this disease using the
Z-Alizadeh Sani dataset. +e findings revealed a clear link
between the risk of coronary artery disease (CAD), elderly
age, and normal chest pain. Rubini et al. [34] proposed a
prediction model for heart disease prediction. Different
classifiers, such as logistic regression, Nave Bayes, and SVM,
were compared to the proposed algorithm. In the proposed
article, random forest achieved the highest accuracy of
84.81%. Devansh Shah et al. [35] utilized a dataset of 303
examples and 76 attributes, 14 of which were used in su-
pervised learning algorithms, such as decision tree, Nave
Bayes, K-NN, and random forest. +e results show that
K-NN has attained the maximum level of accuracy. Archana
Singh et al. [36] developed a heart disease prediction model
using machine learning classifiers. +e UCI, Cleveland
dataset uses 14 attributes to train and test their models to
achieve maximum accuracy. +e results achieved by the
classifiers were as follows: linear regression 78%, decision
trees 79%, support vector machines 83%, and K-NN 87%.
+e results revealed that K-NN had the highest accuracy. In
this article, Asif Khan et al. [37] use SVM, logistic regression,
artificial neural networks, KNN, Nave Bayes, and decision
tree as classification techniques. When compared to pre-
vious models, the new model achieved an accuracy of
92.37%. +e fundamental goal of this article, according to
Mohan et al. [38], was to uncover suitable features using
machine learning techniques, such as decision trees, lan-
guage models, SVM, random forests, Naive Bayes, neural
networks, and KNN. +e proposed hybrid HRFLM method
was applied to merge the characteristics of random forests
and linear techniques. +is model’s accuracy was 88.4%.
Kumar et al.’s [39] various machine learning algorithms
were utilized to predict cardiovascular disease. When
compared to other classifier techniques, the proposed model
revealed that random forests had the greatest accuracy of
85.71%.

3. Section III Research Goals and Objectives

+e main goal of this research is to develop a heart disease
prediction model with improved and enhanced accuracy.
+e specific objectives are to quickly identify new patients,
reduce diagnostic time, reduce heart attacks, and save lives.

4. Section IV Methodology

In Section 4, we describe the proposed method and also
explain that the method is defined by the subsequent steps,
as shown in Figure 1.

(1) +e first step is to select the dataset from the machine
learning online repositories. +ere are many online
repositories, such as the Cleveland heart disease dataset,
Z-Alizadeh Sani dataset, StatLog Heart, Hungarian,
Long Beach VA, and Kaggle Framingham dataset.

(2) In the second step, we refined and standardized the
collected data sets. +ese datasets were not gathered
in a controlled environment and had erroneous
values. Hence, data preprocessing is an essential step
for studying data and machine learning. Data nor-
malization means when the risk factors of a dataset
have different values. For example, Celsius and
Fahrenheit are different measuring units of tem-
perature. +e standardization of data means scaling
the risk factors and assigning the values that show the
difference between standard deviations from the
mean value. It rescales the risk factor value to im-
prove the performance of machine learning classi-
fiers with a standard deviation (σ) of 1 and a mean
(μ) of 0. +emathematical form of standardization is
given by (1).

Standardization of X �
X − Mean of X

StandardDeviation of X
. (1)

(3) In this step, hyperparameter tuning is performed to
select the best value for the hyper parameters and
get high accuracy. For this purpose, we used the
GridSearchCV method. Before applying machine
learning classifiers, we adjust the hyper parameters
values of machine learning classifiers to increase
their performance. +e Scikit-learn GridSearchCV
class’s fit approach provides a grid of tuning clas-
sification algorithms. It allows each machine
learning algorithm to be trained and its corre-
sponding hyper parameters to be adjusted in a
single consistent environment. +e entire training
dataset is then used to achieve a precise model once
the adequate values for hyperparameters have been
achieved. +e 10-fold CV is used to identify the
optimum values for the adjustable hyperparameters
based on the training dataset. During the CV
process, the adjusted hyper parameter values are
provided to achieve the overall best classification
accuracy.

(4) +e fourth step is to apply the machine algorithms
(i.e., AdaBoost, logistic regression, extra tree, mul-
tinomial Näıve Bayes, support vector machine, linear
discriminant analysis, classification and regression
tree, random forest, and XGBoost) to the dataset
obtained from step 2.

(5) In this step, the prediction model’s performance is
evaluated using different parameters, such as ac-
curacy, precision, recall, and F-measure. +e
model that gives the highest prediction accuracy,
precision, recall, and F-measures is selected. +e
accuracy metric assesses the precision or cor-
rectness of a machine learning or classifier model’s
predictions. Mathematically, it is given by equa-
tion (2).

Accuracy �
true positive (TP) + true negative(TN)

TP + TN + false negative (FN) + false positive(FP)
. (2)
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Precision measures the predicted positive instances that
are true/real positives. Mathematically, it is given by (3).

precision �
TP (true positives)

TP (true positives) + FP(false positives)
. (3)

Recall evaluates the analysis of the total number of true/
real positive instances as affected by the total number of false
negative instances. Mathematically, it is given by (4).

Recall �
TP(true positives)

TP(true positives) + FN(false negatives)
. (4)

An F-Measure is a harmonic mean of precision and
recall. It takes the equilibrium between precision and recall,
and mathematically, it is given by (5).

F − measure � 2 ×
Precision × Recall
Precision + Recall

. (5)

5. Section V: Data Collection

+e Cleveland heart disease dataset, available from the
University of California, Irvine (UCI) online repository for
machine learning, is the most prominent dataset used by the
researchers. +ere are 303 records, with 6 samples having
missing values. +e data has 76 features in its original form,
however, all published work is likely to refer to 13 of them,
while the other feature outlines the disease’s effect. +e
Z-Alizadeh Sani dataset, which includes 303 patients’ data
with 55 input factors and a class label variable for each
patient, is another popular dataset selected by researchers in
the prediction process. +e StatLog Heart, Hungarian, Long
Beach VA, and Kaggle Framingham datasets are some of the
additional datasets used by the researchers in the prediction
process. +e StatLog dataset has 270 records, each with 13
Cleveland-like attributes. +e other two datasets, the
Hungarian and Long Beach VA datasets, are collected from
the UCI repository and consist of 274 records with 14
features each, similar to the Cleveland dataset. Researchers
used publicly available datasets, such as Cleveland, Hungary,
Switzerland, etc.+ere are different datasets available for this

study. +e first source for data is the Cleveland Clinic
Foundation [40]. +e second source for data is StatLog
datasets that are accessible at [41]. +e third source of data is
the Z-Alizadeh Sani dataset, which is accessible at [42]. It
contains 303 data samples and 55 attributes. To acknowledge
the evaluation with literature, we used a publicly available
resource, the Z-Alizadeh Sani dataset. Description and
source of the datasets are given in Table 1.

6. Section VI: Experimental Results
and Discussion

In Section 4, we discuss our experimental results. We col-
lected the dataset from an online machine learning repos-
itory and refined and standardized it. After standardization,
we performed hyperparameter tuning and applied machine
learning classifiers. All the classifiers are trained and tested
using 10-fold cross-validation. +e accuracy of classifiers is
also analyzed before and after standardized datasets. For
evaluation purposes, the accuracy of the selected classifiers is
plotted. Figure 2 shows the accuracy of classifiers before and
after standardization data. From Figure 2, it is clear that
most of the machine learning techniques (RF, CART, LDA,
AB, LR, ET, and XGB) improved their accuracy, while MNB
and SVM classifiers decreased their accuracy on the stan-
dardized dataset. Some classifiers, such as CART, ET, and
AB, showed significant accuracy improvements on the
standardized dataset. From Figure 1, it is evident that the ET
and AB classifiers achieve the highest prediction accuracy of
90.16%. MNB shows the overall lowest performance and has
the lowest accuracy of 59.01%. We also compare the ac-
curacy before and after the standardization of the dataset. An
accuracy of 90.16% is achieved by ET and AB classifiers,
which shows the effect of the standardization of the dataset.

From the experimental results, it is clear that the ac-
curacy of the classifier increased with hyperparameter
tuning. We tune the selected classifiers by adjusting
hyperparameter values to achieve the best accuracy. A set of
accuracy with different hyperparameter combinations is
achieved using 10-fold cross-validation. Since we have a
small number of training examples, using test split is not a

Standardization of DatasetsDatasets Hyper Parameters Tuning

Machine Learning 
Algorithms

Performance 
Evaluation

Figure 1: Block diagram of the proposed method.

Mobile Information Systems 5



good option since we have fewer examples to train the
model. Hence, we are using 10-fold cross-validation. +e
accuracy of the classifiers before and after hyperparameter
optimization is presented in Figure 3. Most of the classifiers
(MNB, RF, LR, LDA, AB, SVM, ET, and XGB) improved
their accuracy on hyperparameter tuning, while the accuracy
of CART alone was not changed. Table 2 shows the best
combinations of hyperparameters for some algorithms to
improve their accuracy.

Table 3 presents recall, precision, F-measure, and accuracy
for the classifiers. Amaximum precision of 98% is achieved by
SVM for positive classes, although MNB and XGB classifiers
have a maximum recall of 100%. However, SVM shows
generally the best performance in recall, precision, F-measure,

and accuracy of 98%, 98%, 98%, and 96.76%, respectively.
Precision is above 80% for all classifiers, whereas recall is
above 90% for all classifiers. A maximum precision of 100% is
achieved by XGB andMNB for the negative class. LR presents
a small precision of 78%, and CART shows the lowest recall,
F-measure, and accuracy of 61%, 69%, and 83.66%, respec-
tively, where a maximum recall is achieved by SVM and LDA
of 94.00%. +erefore, the negative class presented a com-
paratively poor recall of 61% and an F-measure of 69%, re-
spectively. SVM shows comparatively good performance for
negative classes, with a recall, precision, and F-measure of
94%, and an accuracy of 96.72%.

From the analysis of the results, it is clear that the SVM
classifier achieved the best accuracy during hyperparameter
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Table 1: Risk factors of publicly available heart disease datasets.

S.No. Dataset No. of samples No. of risk factors Source
1 UCI 303 13 [40]
2 StatLog 270 13 [41]
3 Z-Alizadeh Sani 303 55 [42]
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tuning. By comparing results obtained before and after
standardized datasets, it is determined that the standardi-
zation of datasets has a positive impact on the accuracy
improvement of most of the classifiers, and some classifiers
show an accuracy improvement of up to 8.78%, which is a
huge performance improvement.

By comparing the classifiers’ accuracy on the normal and
standardized datasets, we observed an improvement in the
accuracy of most of the classifiers. +erefore, the stan-
dardization of the dataset is a useful technique for accuracy
improvement before applying machine learning classifiers.
Similarly, we have observed a significant accuracy im-
provement after hyperparameter tuning of the classifiers.
+erefore, algorithm tuning is also a useful technique for
improving the accuracy of the algorithms. From the com-
parison of different classifiers, we conclude that XGB and ET
classifiers show overall good accuracy. However, SVM shows
the best accuracy in tuning the hyperparameters and
achieved an accuracy of 96.72%.

7. Section VII: Conclusions

+e drawback of the prior proposed systems is that their
operation is considerably reduced if the size of the dataset is
increased. +e main problem with machine learning is that a
dataset cannot be classified efficiently, although it can be
enhanced if the [43] attributes of the dataset are efficiently
extracted. Another flaw is that the classifier prediction ac-
curacy improves with increasing dataset magnitude, however,
after a certain point, increasing dataset magnitude has a
negative impact on the classifier prediction accuracy.
According to the proposed method, using machine learning
techniques for heart disease prediction improves accuracy
and minimizes the cost factor. We have used different clas-
sifiers of machine learning to classify the prediction of heart
disease, including an accuracy of 96.72% achieved by SVM.

For future work, we plan to use XGBoost for heart
disease prediction in children and compare if better accuracy
can be achieved. If features are properly managed, then there
will be significant performance in the classification of heart
disease prediction. In future studies, the outcomes of our
proposed methods will serve as the standard performance
results on heart disease.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.
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Table 2: Best values for hyper parameter tuning to improve classifiers accuracy.

Algorithm Best Hyperparameter Values
SVM Kernel: sigmoid, C:0.5
CART Max features� “auto,” random state� 123, min samples split� 20, min samples leaf� 11
AB N estimators� 50, learning rate� 0.05
LDA Shrinkage� “auto,” solver� “lsqr”
GBM N estimators:250
RF Criterion� “gini,” n jobs� −1, min samples leaf� 2, min samples split� 5, n estimators� 15, random state� 123
ET N jobs� −1, min samples leaf� 1, n estimators� 15, random state� 123, criterion� “gini,” Min samples split� 6
XBoost objective� “reg: linear,” colsample bytree� 0.3, learning rate� 0.1, max depth� 15, alpha� 5, n estimators� 123
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