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The global economy has entered a new normal, and the economic environment is evolving at a rapid pace. This requires the establishment of a financial crisis early warning system that can be dynamically analyzed based on historical data information. To address this research objective, this study proposes a k-fold random forest algorithm combined with a time series analysis model as an early warning algorithm for corporate financial crises. The algorithm takes advantage of the ability of the time series analysis model to make short-term forecasts of historical data and uses the time series analysis model to make forecasts of newly constructed financial index data. The k-fold random forest is used to analyze the financial situation of the predicted financial data and achieve the purpose of dynamic financial crisis early warning. The experimental results show that the prediction accuracy of the financial crisis early warning model based on the random forest algorithm and time series is 89%, which indicates that the model is effective and feasible.

1. Introduction

With China’s economic development entering a new normal and the government encouraging “mass innovation and entrepreneurship,” the increasingly competitive market environment has created increasing difficulties for enterprises to operate and develop. At the same time, the “Internet+” thinking is constantly evolving and has been applied to products and services in various industries, promoting the deep integration of the Internet and traditional industries. To stand firm in the rapidly developing market environment, each enterprise must strengthen its risk control ability, grasp the company’s financial situation in real-time, and improve the level of management control.

In addition, most of the two domestic stock exchanges are the places where Chinese companies choose to be listed, and to protect the rights of investors and reduce their exposure to listed companies that have already experienced financial crises or other abnormal conditions, the Security and Exchange Commission (SEC) has introduced a special treatment system for stocks (special treatment, ST) and a delisting risk warning (∗ST) system which helps in optimization of the allocation of resources in the capital market. ST or ∗ST companies will be subjected to more stringent regulation, and more complete information disclosure in the next years will be subjected to stricter regulation and more and more complete information disclosure, which will have a huge negative impact on the company’s share price, financing cost, and image [1]. If a company fails to improve its situation and turn around after a financial crisis, it will face the crisis of delisting warning by the SEC, and it may cause the company to face a bankruptcy crisis. For most companies, there will be a large number of current debts between companies, and when one of them has a financial crisis and is unable to pay its debts in time or loses its ability to pay, it will affect the financial arrangement or asset structure of the company. To prevent loses to small and medium-sized investors, the impact on the relevant enterprises or financial institutions and thus the stability of financial markets, investors, corporate decision-makers, and financial institutions should strengthen the control of information on corporate financial crises.

A company’s financial crisis is bound to evolve from one small problem to another and the financial crisis of a company. There are other nonfinancial factors in addition to
financial ones. Usually, the changes in financial data reflect this gradual process information, so it is possible to analyze the financial data through certain algorithms and design a system that can scientifically reflect the company’s financial situation, thus guiding business decision-makers to set the right guidelines to improve business activities and prevent such problems in time [2].

With the development of artificial intelligence and machine learning technology, theories and applications of data mining are becoming more and more mature, and timely information acquisition and analysis before the occurrence of the financial crisis have gradually become the primary way to make financial crisis prediction, and relevant data analysis algorithms are gradually used in various industries and have achieved very good application results. Therefore, the main research direction of this study is to apply the data mining method to the early warning of enterprise financial crisis and to design a dynamic early warning model of enterprise financial crisis.

The rest of the journal is organized according to the following pattern. Related works are discussed in Section 2. Methodology is discussed under Sections 3 and 4. Experiments and results are mentioned in Section 5, and the study is concluded in Section 6.

2. Related Work

In the early 20th century, scholars in Europe and the United States began to study financial early warning models, and since the markets of capitalist countries are more complete than global markets, many influential results have been achieved in the direction of financial early warning research and practice.

In 1932, Luca et al. [3] used a univariate analysis model for financial early warning research, which is the earliest study of financial early warning models and has some research significance. This study showed that the only indicators that can best discern the financial position of a firm in the selected sample are the net shareholder equity rate and the equity ratio. Kimbrough et al. [4] proposed that the working capital/total assets indicator can well predict financial risk. Dimitrios et al. [5] proposed that the three pairs of financial indicators, shareholder equity/assets and liabilities, working capital/total capital, and current assets/current liabilities, have the strongest predictive power for financial crises. Wei et al. [6] proposed that the three pairs of financial indicators with the strongest predictive power: net income/total assets, total debt/total assets, and cash flow/total liabilities.

Gladwin [7] conducted a study of corporate financial statement data for 1998 using a univariate analysis model and compared four financial ratio indicators, showing that the current ratio and debt ratio had the best early warning effect.

In 1968, Nan and Ying [8] first used a multivariate analysis model for financial early warning research, in which he selected 33 bankrupt firms and 33 normal firms to conduct experiments, and extracted 5 financial indicators with predictive power from 22 financial indicators, all of which were selected to have the lowest misjudgment rate, thus establishing the Z-score model. Altman’s Z-score model has been widely used to date.

In a study by Appiahene et al. [9], whether the Z-score model can effectively determine the financial crisis of listed enterprises in China was investigated, and the results showed that the Z-score model has an outstanding prediction effect for certain types of enterprises. In 2015, Fabling and Grimes [10] established a multivariate probability ratio regression model in conducting a study on financial crisis prediction. In the same year, Burlon et al. [11] improved the Z-score model based on the crowd search algorithm, and the experimental results showed that this model could predict the financial crisis better and more ideally. In 2018, Tang et al. [12] combined the improved fruit fly optimization algorithm and the Z-score model to build a financial early warning model, and the results showed that the model had the good predictive ability.

In 1977, Lee et al. [13] used the first multivariate logistic regression model to predict financial crises in the banking system. 2058 normal firms and 105 bankrupt firms were selected by Ramos-Perez et al. [14], from which nine financial indicators were extracted and a prediction model was developed. The final four indicators with the highest predictive power were identified: financial structure, liquidity, firm size, and operating performance.

Rose et al. [15] conducted a study using financial data of 70 groups of companies for the past 5 years and analyzed the variability of 21 of these indicators, finally concluding that the return on net assets had the best predictive effect. Cohen and Keren [16] added nonfinancial indicators to the study of financial crisis early warning and used the logistic model to test the relationship between the financial crisis and corporate governance.

With the development of data mining technology and artificial intelligence, many scholars have started to use data mining and machine learning methods in the study of financial early warning models, which can take into account compared to traditional statistical methods. Xu et al. [17] used a neural network model to conduct a study on financial crisis early warning of enterprises and compared the neural network model with a multivariate discriminant analysis model, and the results showed that neural network models have significantly higher predictive effects than multivariate discriminant analysis models. Li et al. [18] selected corporate data from Taiwan for forecasting research and constructed multivariate discriminant analysis model, logistic regression model, and neural network model, respectively, and the results showed that the neural network model outperformed the other two models if the sample data did not satisfy a specific assumption. In a study by Yang et al. [19], a BP (back propagation) neural network algorithm was used to forecast 136 listed companies, and it was shown that the improvement of input variables by the efficacy coefficient method effectively improved the accuracy of the NN model and enhanced the forecast accuracy.

Genetic algorithms are methods that simulate genetic selection and the laws of evolution in nature to search for optimal solutions in a large and complex conceptual space.
Genetic algorithms provide a general framework for solving problems that do not depend on the specific domain of the problem and for prediction of corporate crises can be based on multiple aspects of parameter optimization, which can be conditioned to discriminate and extract rules based on qualitative variables. Cheng [20] conducted a study on financial crisis prediction models based on moderate financial indicators and genetic algorithms, and the results showed that this type of model has a high prediction accuracy.

Haardle and Schaarfer constructed an early warning model based on a support vector machine and compared it with the neural network model and multivariate discriminant analysis model, and the results showed that the prediction performance of the support vector machine is better compared with other models. In their study, Tian et al. [21] analyzed the financial data of A-share listed companies in China with the help of the SVM model and the nearest domain method and showed that the SVM model is prone to overwarning, while the best domain method is relatively robust. Chen [22] constructed an early warning model for financial crisis based on the adaptive PSO-SVM model in their study, and the study showed that the method is good at dealing with scalability problems and also has good ability to.

Zhang and Hu [23] used bagging and boosting methods in their study to construct financial crisis early warning models and compared them with neural network models, and the results showed that the integrated learning algorithm outperformed the neural network algorithm. Wang and Wang [24] used a multiple voting approach to integrate multiple classifiers to build a financial crisis early warning model, and their experimental results showed that the accuracy of the integrated model is higher than that of the single classifier. After that, Chun Zhao studied financial crisis early warning using association rules and time series in his Ph.D. thesis, and Yuan Wang and Jianhui Yang combined SVM and AdaBoost methods to construct an LCFC early warning model based on SVM-AdaBoost with good prediction results. Mozeika [25] conducted a study on financial early warning of listed manufacturing companies based on random forest and artificial neural networks, and the results showed that the model has better accuracy compared with the neural network model, multivariate logistic regression model, and univariate model.

3. Improvement of the Random Forest Algorithm Based on Financial Data

3.1. Random Forest Algorithm. Since the out-of-bag (OOB) data of the random forest cannot reach 36% of the original data in practice, which is actually used to measure the prediction error, the lack of test data in calculating the out-of-bag error will lead to the low accuracy of the feature importance measure, which leads to the splitting attribute not being the best choice in creating the decision tree, and thus, the classification accuracy of the algorithm is insufficient. Therefore, the amount of out-of-bag data needs to be improved to enhance the accuracy of the feature importance measure and to improve the classification accuracy of the random forest. In this study, we propose a k-fold random forest (KRF) algorithm by combining the idea of k-fold cross-validation to improve the sample sampling of random forest.

The KRF algorithm flow is described as follows:

Step1: divide the sample set \( N \) into \( K \) equal parts, draw one set from the \( K \) sample sets as out-of-bag data, and draw \( L \) training sample sets from the remaining \( K-1 \) sets by the randomized put-back sampling method, and the number of each sample set is the same as the number of the original sample sets.

Step2: randomly select \( m \) attributes (\( m < M \)) from the attribute set \( M \) of the sample and train the splitting of the decision tree based on the best feature variables among the selected variables.

Step3: learn the selected \( L \) training sample sets, generate one CART for each sample, and generate \( L \) decision trees in total.

Step4: combine the classification results of \( L \) decision trees and determine the final classification result by the simple majority voting method.

3.2. Algorithm Analysis

3.2.1. Algorithm Performance Analysis Experiments. In order to not to lose the generality, the performance of the improved algorithm is examined by using the index of the strength of the classification performance of the random forest algorithm as the evaluation criterion. In this study, three different datasets from the unique client identifier (UCI) database which is a collection of databases and data generators are used as experimental datasets (Table 1).
To simulate the random forest algorithm and the KRF algorithm.

To reflect the real performance of the algorithm more accurately, in the simulation experiment, the experiment of each dataset is repeated 500 times, with 4/5 of the original dataset as the sample dataset and 1/5 as the test set. The result is represented by the mean of 500 experimental results.

3.2.2. Analysis of Experimental Results. After testing on three datasets, the classification accuracy of each algorithm is given in Table 2.

As given in Table 2, the experimental results on the three datasets show that the accuracy of the KrF algorithm is improved compared with the traditional random forest algorithm, which shows that the improved algorithm has better classification performance and that the split attribute selected from the feature set is the optimal result. Out-of-bag data when the best analysis effect is achieved are given in Table 3.

It can be seen from Table 3 that the accuracy of the KrF algorithm is slightly higher than that of the traditional random forest algorithm when the accuracy reaches the highest value. The basis of the $k$-fold random forest algorithm is reasonable, and it also shows that the characteristic importance measurement result of the KrF algorithm is more accurate.

4. Financial Crisis Early Warning Algorithm Based on Random Forest and Time Series

4.1. Algorithm Flowchart. Usually, in a financial crisis early warning, we should first judge whether the enterprise’s finance is in a crisis and finally carry out specific early warning operations according to the judgment results. The early warning instructions are generally issued at the upper layer of the formed system. According to the specific requirements, various early warning operations are made, such as sending warning emails to the management and sending text messages to the responsible personnel. Therefore, this study does not point out what kind of early warning method should be selected but make a judgment on whether it is in a financial crisis. Combined with all the previous research contents, the research ideas of financial crisis early warning are as follows.

First, by improving the random forest algorithm, the $k$-fold random forest algorithm is proposed. The index importance in the financial data is calculated through the error rate of out-of-pocket data (the direct payment that may or may not be reimbursed later from a 3rd party source), the index importance ranking is realized, and the ranking results

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Positive class accuracy</th>
<th>Negative class accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>89.312%</td>
<td>91.772%</td>
<td>86.852%</td>
</tr>
</tbody>
</table>

Table 4: Algorithm accuracy.
are verified. Finally, the financial status classification experiments are carried out on a different number of index featuresets, and the number of index featuresets with the best classification effect is judged according to the change of accuracy.

Second, according to the steps of time series modeling, the stationarity and randomness of the selected sample data are tested, the nonstationary series (having statistical properties changing with time) are transformed into stationarity (having statistical properties that do not vary in time) by the difference method by taking the differences of consecutive observations, then the stationarity of the difference series is verified again, and the time series model and corresponding order are determined. Finally, the rationality of the selected model is proved by testing the goodness of the model data fitting.

Third, through multiple modeling, determine the time series model for the selected six financial indicators, respectively, predict the values in the third and fourth quarters of 2018, and finally test the accuracy of the prediction results of the six indicators to prove that the prediction results are effective.

Finally, we continue to classify the prediction results by a $k$-fold random forest algorithm to judge whether the financial situation of enterprises is good to achieve the purpose of dynamic early warning. The algorithm flowchart is shown in Figure 1.
4.2 Experimental Analysis. After completing the modeling and prediction of the time series model, it is still necessary to further improve the prediction results to achieve the purpose of financial crisis early warning. According to the data of the third and fourth quarters of 2018 of the six financial indicators predicted in Section 4.2, combined with the \( k \)-fold random forest algorithm, the financial situation analysis is carried out. The accuracy of the financial situation analysis of each enterprise obtained from the experiment is given in Table 4. The results show that the most accurate prediction accuracy of the financial crisis early warning algorithm based on random forest and time series is 89.312%, and the result is reasonable. The prediction ability can be used as a method to judge the financial crisis early warning of enterprises.

5. Experiment

The crisis coefficient is usually a grazing angle (the 90° compliment to angle of incidence) function with the enterprise economy as the parameter, as shown in Figure 2. Such a curve shows a typical behavior, that is, it increases rapidly at a very low sea clutter reflection angle, then in the plateau area at the middle angle, and finally rises rapidly as the grazing angle approaches 90°. To illustrate this behavior of the newly proposed empirical model, some results that have been shown are repeated here, but as a function of the grazing angle. When verifying these results using different distributions, the empirical model is based on different distribution representations, with only two tables at 30° and 60°. Therefore, a better match can be expected at a lower angle.

The enterprise crisis prediction service is evaluated based on reverse test execution. This test has been applied to selected activities according to the criteria, as described in the previous section. In addition, to avoid biased results and overfitting, the whole evaluation process runs in the form of simulation in time. On this basis, the difference between the predicted enterprise crisis and the actual enterprise crisis is the mean absolute error (MAE) [17]. Specifically, MAE measures a set of errors in prediction without considering their direction, in the sense of the origin of the error. It is the average value of the absolute difference between samples, and the predicted and actual observed individual differences have the same weight. The corresponding mathematical formula is given by the following equation:

\[
MAE = \frac{1}{n} \sum_{j=1}^{n} |y_j - \hat{y}_j|.
\]

Here, \( n \) is the total of the observed values and \( Y \) is the actual value and the predicted value. MAE values range from 0 to \( \infty \), independent of the error direction, as mentioned earlier. These are the results of negative orientation (i.e., the lower the price, the better).

Results are based on the above descriptive analysis, and the average MAE calculates the indicators of multiple activity segments, especially for economic quantities greater than 100, 200, 400, 470, 1000, and 2000, as shown in Figure 3. Figure 3 shows that the minimum error value is about 2.4% points, reaching more than 400 economic activities participated in 40 activities.

6. Conclusions

This study presents an early warning algorithm of enterprise financial crisis based on the combination of the \( k \)-fold random forest algorithm and time series analysis model. The algorithm uses the ability of the time series analysis model to make a short-term prediction of historical data and uses the time series analysis model to predict the newly constructed financial index data. Using \( k \)-fold random forest to analyze the financial situation of the predicted financial data, the purpose of dynamic financial crisis early warning is realized. The experimental results show that the prediction accuracy of the financial crisis early warning model based on the random forest algorithm and time series is 89%, which shows that the model is effective and feasible.
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