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In order to explore students’ boredom in English learning, a recognition algorithm based on fuzzy neural network is proposed.
The algorithm selects Gaussian membership function and initializes the clustering center obtained by fuzzy c-means algorithm
to the center of Gaussian function, and the width of Gaussian function is obtained by the membership and center of fuzzy c-
means clustering algorithm. In the construction of base classifier, diversity strategy is adopted to increase its diversity and
complementarity. In the selection of base classifiers, the combination of contour coefficient and clustering algorithm is used to
determine the number of classifiers to be fused, and the inconsistency measurement method is used to evaluate their
differences. In the combination strategy, we learn from the Bayesian thought and dynamically adapt the weight of learning
base classifier based on its a priori probability and class conditional probability. The experimental results show that 10 times of
cross-validation are carried out, respectively, and the accuracy of each algorithm is given. The algorithm based on tree
structure obviously has better performance, followed by the rule-based algorithm, and finally the fuzzy neural network
algorithm based on neural network, while the accuracy of SVM and logistic regression algorithm LR is lower. It is proved that
the fuzzy neural network can effectively identify students’ boredom in English learning.

1. Introduction

With the continuous development of the computer industry,
the relationship between computers and people is becoming
closer and closer. It is of great significance for computers to
perceive human emotions for improving human-computer
interaction experience. Voice emotion sensing technology
bridges this field and makes it possible for machines to
understand people’s emotions. Voice emotion sensing tech-
nology, that is, voice emotion sensing technology, mainly
refers to allowing the computer to recognize different human
emotional states by receiving voice signals. Human speech in
different emotional states has very obvious features, such as
sound quality features, prosodic features, spectral features,
and other features. These features can help computers better
distinguish different emotional states [1]. The deep neural
network originates from the artificial neural network and

the multilayer perceptron model. Based on the original
two-layer perceptron model, the deep neural network can
approach any mathematical continuous function in theory,
and the feature expression ability of the model has been bet-
ter expanded. At the same time, due to the increase of levels,
the features can become more abstract, more features can be
expressed with the same number of features, and the classi-
fication effect becomes better. Convolutional neural network
and cyclic neural network are very popular in the field of
deep learning. They have made breakthroughs in speech rec-
ognition, expression recognition (Figure 1), and natural lan-
guage processing [2].

Human beings have invented words to record the com-
munication information in time and space. In the process
of communication, the voices of both sides of communica-
tion are different, and they will have different interpretations
of each other. Only the description of words, the dialogue
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will have no emotion and be straightforward. Such infor-
mation lacks dimension. In modern society, people have
also invented many ways to record information, such as
pictures, movies, operas, and novels [3]. These inventions
add more interest and convenience to life and bring mas-
sive data to life at the same time. Processing and analyzing
these data is a time-consuming and human task, and facial
emotion, as a supplement to language communication, can
more three-dimensional express people’s real situation in
the case of strong language subjectivity. In interpersonal
communication, people can have 65% cognitive judgment
of each other in the first seven seconds of acquaintance.
People’s facial emotions account for 55% of the communi-
cation. In addition, the tone of voice accounts for 38% of
the communication, and only 7% of the real information
about each other’s communication content. From the above
data, it can be seen that facial emotion has a great influence
on communication and is an indispensable part. As a mem-
ber of the tide of artificial intelligence, deep learning has
become the focus of academic and industrial circles with
its high-performance performance and theoretical precipi-
tation over the years. At present, the demand for intelligent
manufacturing in the industry is becoming stronger and
stronger, and face emotion recognition has also got a good
development opportunity. Facial emotion can reflect the
individual’s internal psychological state to the greatest
extent in facial information, which has great research value.
The following are the related applications of facial emotion
recognition [4].

2. Literature Review

Emotion is a physiological and psychological state accompa-
nied by the process of cognition and consciousness. It plays a
very important role in interpersonal communication. In
recent years, the first mock exam has been done by many
researchers at home and abroad. Most of these researches
are to distinguish six basic facial expressions from single
modal emotion recognition to multimodal emotion recogni-
tion. Kahaki proposed a multimodal method of facial
expression and speech based on the decision-making level
fusion mechanism and achieved a certain fusion effect [5].
Fatahi proposed a multimodal method of facial expression
and speech based on Multi-Stream Hidden Markov Model
(HMM). After fusion, the recognition rate was 72.42% [6].
Kanya used the kernel cross model factor analysis method

to reduce the dimension and fuse the features of speech
mode and facial expression mode. However, for the same
facial expression, the expression intensity is different, and
the emotional state will be different. For example, the
expression degree of anger can be divided into different
levels from anger to anger. Anger indicates a slight degree
of anger; anger means that people are in a very angry state
[7]. Calculating the intensity of facial expressions is an
extension of the process of recognizing emotions, and there
are relatively few researchers in this regard. For Kanya, the
sun used a 6-level classification of binary classifiers for hier-
archical division. They assessed the intensity of Au from a
unit of activity representing several infant facial features
[8]. However, it is not possible to avoid class overlap
between classes, which makes these methods more robust.
In Soria’s study, they used a picture-based classification
method to calculate intensity at three levels (low, medium,
and high). From the above research, it can be observed that
the level division of expression is preset. Therefore, this
paper proposes an expression level subdivision method
based on fuzzy clustering. This method adopts a clustering
fusion algorithm, which can automatically obtain the inten-
sity level without setting the intensity level in advance [9].
Jebadass inputs a large number of facial expression pictures
of different races, ages and genders into the computer and
observes the changes of important facial feature points such
as the texture and wrinkles of all faces and the changes of
shape through the algorithm, so as to identify people’s cur-
rent emotions. The algorithm can accurately identify seven
emotions: happiness, sadness, surprise, anger, contempt, dis-
gust, and fear [10]. Cui experimentally defined human emo-
tions as six basic emotions: happiness, anger, disgust,
sadness, fear, and surprise. This emotion model has the uni-
versal applicability of problem description and problem-
solving for easily identifiable emotions. However, this dis-
crete emotion model does not have wide adaptability in sub-
tle, complex, and abstract emotion description. At the same
time, there are strong subjective factors in the standard of
emotional judgment. For example, people have individual
differences in the distinction between fear and disgust. Sec-
ondly, there is no quantifiable dimensional system to make
the whole emotion model have the ability to describe the
relationship and degree, and it is impossible to use the tools
of vector and matrix for quantitative description. Hinton
proposed an algorithm for parameter initialization of multi-
layer structure deep neural network in 2006. Using this

Pretreatment

Input video data

Emotional categories

RBF classifier OKLC

LSLDA
Gaussian
kernel
mapping

Laplace
diagram
mapping

BDPCA

Figure 1: Expression recognition system.

2 Mobile Information Systems



algorithm, it is easier to make the network converge, and
the network can be designed deeper. This contribution is
considered to be the cornerstone and beginning of mod-
ern deep neural networks. With the improvement of com-
puter computing power, the optimization of computing
framework and the accelerated development of image
datasets with the advent of the Internet era. The literature
proposes to use artificial neural network ANN for nonlin-
ear model mapping, which is divided into three types:
multilayer perceptron MLP, cyclic neural network RNN,
and restricted Boltzmann neural network RBN. The recog-
nition effect of ANN is poor, with an average of about
65% [11]. Sabri has developed a speech emotion percep-
tion platform, which can recognize emotions through
sound quality analysis. At present, the emotion states that
can be analyzed include five basic emotions, and the rec-
ognition accuracy is 70% to 80%, which is 60% higher
than the human average [12].

Based on the current research, a recognition algorithm
based on fuzzy neural network is proposed. The algorithm
selects Gaussian membership function and initializes the
clustering center obtained by fuzzy c-means algorithm to
the center of Gaussian function, and the width of Gaussian
function is obtained by the membership and center of fuzzy
c-means clustering algorithm. In the construction of base
classifier, diversity strategy is adopted to increase its diver-
sity and complementarity; in the selection of base classifiers,
the combination of contour coefficient and clustering algo-
rithm is used to determine the number of classifiers to be
fused, and the inconsistency measurement method is used
to evaluate their differences; in the combination strategy,
we learn from Bayesian thought and dynamically adapt the
weight of learning base classifier based on its a priori proba-
bility and class conditional probability.

3. Traditional and Fuzzy Neural Emotion
Recognition System

3.1. Traditional Recognition Model

3.1.1. Overall Design of System Prototype. Figure 2 shows the
overall process of speech emotion perception, which is in
line with the general process of pattern recognition, machine
learning, and classification.

Every step in the process of speech emotion perception is
very key and will have a very important impact on the
results.

(1) Data Collection. Whether recognition or training, we
need to collect samples and collect the original data of
the research object. However, for the collected original
data, we should pay attention to whether the distribution
of the samples is uniform and whether the samples truth-
fully reflect the essence of the characteristics. The quality
of the data directly determines the quality of the recogni-
tion results [13]. At the same time, the model also
depends on the experimental samples, so it is necessary
to experiment on multiple data samples to determine the
independence and universality of the model. The samples
used in this paper include CASIA, EMO, and SAVEE.
The author will carry out experiments on these three data-
bases in the future.

(2) Format Preprocessing. The collected samples cannot
always be taken directly for use. It is necessary to sort and
label the data, which is called formatting. For voice data,
endpoint detection, pre-emphasis, windowing, and framing
are also needed. At the same time, the data needs to be trans-
formed to meet the needs of the model.

�e data
collection 

Formatting
preprocessing 

Key feature
extraction 

Model training

�e data
collection 

Formatting
preprocessing 

Key feature
extraction 

Trained model

Identify the 
results

�
e t

ra
in

in
g 

pr
oc

es
s

Id
en

tifi
ca

tio
n 

pr
oc

es
s

Figure 2: Training and recognition process of speech emotion perception.
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(3) Key Feature Extraction. The effect of machine recogni-
tion largely depends on the quality of features. The features
used in this paper mainly include Mel cepstrum coefficient
(MFCC) and spectrum. However, the characteristic effects
under different parameters are different, which needs to be
tested [14].

(4) Model Training. In deep learning, the focus on classifica-
tion has changed from manual features to feature represen-
tation, and more attention is paid to expressing features
through models. Therefore, it is necessary to build different
models and constantly adjust the models to improve the
classification effect.

(5) Model Identification. There is no doubt about this step.
When the model is trained well and the data is input, the
classifier can directly output the results.

In order to illustrate the effectiveness of the emotion per-
ception model proposed in this paper, this paper makes a
complete experimental comparison. At the same time, due to
the strong engineering and reasonable writing expression of
this experiment, this paper explains these experiments from
the perspective of engineering by introducing the process of
how to build a better voice emotion perception system.

Figure 3 shows the construction process of speech emotion
recognition system. The process mainly includes sample col-
lection and formatting, alternative speech feature extraction,
alternative model construction, alternative feature model
combination, feature selection and comparison, model opti-
mization, and comparison [15].

The samples, features, and models to be selected in
Figure 3 constitute the alternatives and experimental objects
in this paper. The relationship between these alternatives
and experimental objects is drawn as shown in Figure 4.

It can be clearly seen from Figure 4 that experiments are
needed to determine the following:

(1) Comparison between feature MFCC and
spectrogram

(2) Comparison of classifier SVM and soft Max

(3) System model combination relationship

(4) Comparison of fuzzy neural network/cyclic neural
network/fuzzy neural network + cyclic neural
network

(5) Effectiveness of the combination of fuzzy neural net-
work/cyclic neural network/fuzzy neural network +
cyclic neural network and SVM

(6) Is the model universal on different data samples:
Berlin emo, SAVEE, and CASIA

(7) The above part is the basic idea and operation pro-
cess of the emotion perception model proposed in
this paper. This is a model proposed based on many
experiments. In order to realize the subsequent
model, this paper will first establish a traditional rec-
ognition model and then use this model to carry out
feature comparison experiments and classifier com-
parison experiments

3.1.2. Voice Emotion Data Collection and Formatting. The
collection of speech emotion data is the first step in the
experiment of speech emotion perception system. This
paper mainly collects three public speech emotion databases,
CASIA, Berlin emo, and SAVEE. The reason why data for-
matting is needed is that these databases have different for-
mats for labeling different types of audio data. Data
formatting is to preprocess the way of labeling these data
and label them according to a unified posture, which is con-
venient for the unified processing of subsequent programs.
These corpora are used by different professional actors to
read the same types of texts with different emotions, and
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some actors will interpret different versions of the same
emotion for the same text [16]. Therefore, the audio file of
each emotion database consists of several elements: actor
number, text number, emotion number, and version number
(there may be). Finally, the length of audio is counted, and
the statistical results are shown in Figure 5.

As can be seen from Figure 5, most of CASIA’s data
length is between 1s and 2s, most of emo’s data length is
between 2S and 3S, and most of SAVEE’s audio length is
between 3S and 4S. By analyzing the duration, the duration
distribution of the sample is understood, which provides a
reference for the duration of subsequent system test
recording.

3.2. Interval Type II Fuzzy Neural Network. The structure of
general interval type II fuzzy neural network is shown in
Figure 6.

Assuming that the type 2 fuzzy neural network has m
rules, the k-th rule Rk can be expressed as follows.

Each layer of multi-input single output neural network is
described as follows.

The first layer is the input layer: It contains n neurons,
representing the input vector: xp = ½xp1, xp2,⋯, xpn�. The out-
put of the j-th neuron is the j-th input variable xpj of the
input vector [17].

The second layer is the membership function layer: Each
neuron is the membership function of the input variable, the
number of neurons is n ×M, and the output of each neuron
represents the i-th input variable xpj in the rule. If the mem-
bership function in k is a traditional type-I fuzzy member-
ship function, the Gaussian membership function is
selected, which can be expressed as

Nki x
p
i : mki, σki

� �
= exp −

1
2

xpi −mki

σki

 !" #
: ð1Þ

Either the menbership function of Gauss type and type II
can pass through the fuzzification center mki or the width σki
indicates that if the fuzzification center mki can be past
through; thus, the upper and lower limits of the membership
function can be expressed as
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If the center σki is blurred, the upper and lower limits of
the membership function can be expressed as
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Now, choose the second form of Gaussian membership
function, namely, Formula (3) and Formula (4).
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The third layer is the fuzzy reasoning layer: The number
of neurons is m, and the output of each neuron can be
expressed as

Fk = f
k
, �f k

h i
: ð5Þ

In Formula (5),
f
k
=Qn

i=1Nkiðxpi : mki, �σki, σkiÞ
�f k =

Qn
i=1

�Nkiðxpi : mki, �σki, σkiÞ
.

The fourth layer is the output layer: If it is a single output
system, the number of neurons is 1, of which the third and
fourth layers have a connection parameter ½wk,wk�, and
the neuron output can be expressed as

ŷ = yl + yr
2 : ð6Þ

In Formula (6),yl =∑L
k=1 f kwk +∑M

k=L+1 f kwk/∑L
k=1 f k +

∑M
k=L+1 f k ; yr =∑R

k=1 f �wk +∑M
k=R+1 f i �wk/∑R

k=1 f k +∑M
k=R+1 f k:

yl and yr are obtained by the KM order reduction algo-
rithm of interval type II fuzzy sets. The specific km order
reduction algorithm can be found in the literature.

Fuzzy c-means clustering algorithm is an unsupervised
learning algorithm, and its objective function is

Jm U , Pð Þ = 〠
c

i=1
〠
n

k=1
umikd

2
ik:

s:t:U ∈Mfc

ð7Þ

In Formula (7), m is the weighted index, and m is a real
number greater than 1; dik is the Euclidean distance between
the data point and the cluster center. The result of clustering
is to obtain the minimum value of objective function JmðU ,
PÞ, which meets the following constraints:∑c

i=1uik = 1.
According to the Lagrange multiplier method, the spe-

cific implementation steps of FCM clustering algorithm are
as follows.

Initialization given the number of cluster categoriesc
,2 ≤ c ≤ n,nis the number of samples, set the given stop
thresholdε, the maximum number of iterationsCmax, initial-
ize the cluster centerP0, and set the iteration counter r =0
[18].

Step 1: Calculate the fuzzy partition matrix U ðr+1Þ of the
R+1st iteration with Equation (8).

For ∀i, k, if ∃drik > 0, there are

ur+1ik = 1
∑c

l=1 drik/drlkð Þ2/m−1 : ð8Þ

If for ∃i, k, drik = 0, then there is ur+1ik = 1, and for j ≠ k,
ur+1ij = 0.

Step 2: Calculate the cluster center Pðr+1Þ of the r + 1-th
iteration with Equation (9):

pr+1i = ∑n
k=1 ur+1ik

� �mxk
∑n

k=1 ur+1ik

� �m : ð9Þ

In Step 3, if kPðr+1Þ − pðrÞk < ε or the number of iterations
is greater than Cmax, the algorithm stops, and the value of the
last iteration is the fuzzy partition matrix U and the cluster
center P. Otherwise, make r = r + 1, and turn to Step 1,
where k•k is an appropriate matrix norm.

The parameter training method of interval type II fuzzy
neural network proposed in this paper uses BP algorithm,
and the optimized objective function is

ep = 1
2 ŷp − ypð Þ2: ð10Þ

Firstly, the direct order reduction algorithm is used to
avoid the problems caused by the common km order reduc-
tion algorithm. The output of type II fuzzy neural network
isŷp = yl + yr/2, where yl =∑M

k=1 f iwi/∑M
k=1 f i ; yl =∑M

k=1 f iwi/
∑M

k=1 f i.
The parameters of the BP algorithm here include: cen-

termkiand widthσki, �σkiof Gaussian membership function;
And the subsequent parameterwk, �wk, the parameter learn-
ing algorithms are

mki t + 1ð Þ =mki tð Þ − ηm
∂ep

∂mki
,

wk t + 1ð Þ =wk tð Þ − η
∂ep

∂wki
,

�wk t + 1ð Þ = �wk tð Þ − ηw
∂ep

∂�wk
,

σk t + 1ð Þ = σki tð Þ − ησ
∂ep

∂σki
,

σki t + 1ð Þ = σki tð Þ − ησ
∂ep

∂σki
,

�σki t + 1ð Þ = �σki tð Þ − ησ
∂ep

∂�σki
,

ð11Þ

According to the derivation of composite function, the
learning algorithms of each parameter are

∂ep

∂�wk
= ∂ep

∂ŷ
∂ŷ
∂yl

∂yl
∂wk

= ep
1
2

f
i

∑M
k=1 f i

, ð12Þ

∂ep

∂�wk
= ∂ep

∂ŷ
∂ŷ
∂yr

∂yr
∂�wk

= ep
1
2

�f i
∑M

k=1
�f i
, ð13Þ

∂ep

∂mki
= ∂ep

∂ŷ
∂ŷ
∂yl

∂yl
∂mki

+ ∂ŷ
∂yr

∂yr
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� �
, ð14Þ
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∂ep

∂σki
= ∂ep

∂ŷ
∂ŷ
∂yl

∂yl
∂�σki

� �
, ð15Þ

∂ep

∂�σki
= ∂ep

∂ŷ
∂ŷ
∂yr

∂yr
∂�σki

� �
: ð16Þ

For N groups of training input and output data Dpðxp,
ypÞ, ðp = 1, 2,⋯,NÞ, set the maximum number of iterations
I and cutoff error ε. mkiLearning rateηm, σki, �σki, learning
rate,ησand subsequent parameterwk, �wklearning rateηw.
The interval type II fuzzy neural network algorithm pro-
posed in this paper is described as follows [19]:

(1) Set the number of fuzzy rules m of type II fuzzy neu-
ral network

(2) The results of FCM clustering algorithm are used to
initialize the parameters of Gaussian membership function
in neural network, that is, mki is initialized as the input x
cluster center, and the subsequent parameter �wk = �wk of
fuzzy rule is initialized as the output y cluster center

(3) Use Equation (17) to initialize the parameters of
Gaussian membership function:

σki =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

p=1upk xpi −mki

� �2
∑N

p=1upk

vuut �σki = 1:2σki: ð17Þ

(4) Set the initial iteration counter t = 0 for each training
dataDpðxp, ypÞ, ðp = 1, 2,⋯,NÞ; use Equations (12) to (16) to
update parameters mki, σki, �σki, and wk, �wk.

(5) If the sum J of root square error (RSE) of all training
data, as shown in Equation (18), is less than the given cutoff
error ε or the number of iterations reaches the maximum
number of iterations I, the training process is ended; other-
wise, t = t + 1; go to Step (3):

J =
∑N

p=1 epð Þ2
N

: ð18Þ

4. Experimental Methods and Results

In the selection of base classifier, this paper selects three
groups of eight algorithms based on different principles as
the base classifier.

Algorithms based on tree structure: lad tree, rep tree, and
cart tree

Rule based algorithms: DTNB (decision tree naive
Bayes) and part rule (some rules)

Linear: support vector machine SVM and linear regres-
sion LR

Multilayer perceptron: MLP algorithm with neural net-
work structure

Input the training data into the above algorithm for
training, and its accuracy is shown in Figure 7.

The above algorithms have been cross verified for 10
times, respectively, and the accuracy of each algorithm is
given. It can be seen from the figure that the algorithm based
on tree structure obviously has better performance, followed
by the rule-based algorithm, and finally the MLP algorithm

based on neural network, while the accuracy of SVM and
logical regression algorithm LR is lower [20].

Within the value range of 2 to 10 for K , the k-means
algorithm is used to cluster the data samples and calculate
the contour coefficient value, and the broken line diagram
of contour coefficient and K value can be obtained, as shown
in Figure 8.

As can be seen from the figure, the contour coefficient
increases monotonically between the values of K from 2 to
3 and decreases monotonically between the values of K from
3 to 10. An inflection point is formed on the value of k = 3,
that is, the maximum value is taken when k = 3, which
means that the optimal cluster number is 3. Three base clas-
sifiers are selected for final classifier integration. At the same
time, the difference measurement is calculated for the 10
base classifiers, as shown in Figure 9.

Firstly, in the difference measurement, this paper adopts
the pairwise difference measurement method, that is, the dif-
ference between two classifiers is compared, and then it is
summarized and averaged. However, as can be seen from
Figure 9, this measurement method often cannot reveal the
best difference due to its averaging characteristics. For exam-
ple, for two classifiers with large differences, adding the third
classifier will always reduce the overall average difference
measure. Therefore, through experiments, it is found that
the average difference measurement method, which summa-
rizes the pairwise difference measurement, often cannot get
the expected ideal results, that is, the curve is relatively flat
without particularly prominent peaks and troughs. In this
case, the different values between algorithms based on the
same principle are close and clustered in a similar range
[21]. At the same time, the algorithm with better accuracy
also has a significant correct recognition rate for the samples
misclassified by other classifiers, so the difference value is
high. On the contrary, the algorithm with poor accuracy
(such as LR and SVM) has a low difference value. To sum
up, based on the experimental results (i.e., there is no partic-
ularly prominent peak and trough difference data), we
choose the algorithm with relatively high difference and
the algorithm based on different principles to fuse with each
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other, so as to observe the final recognition effect. In this
experiment, we choose different algorithms to verify the
relationship between the fusion effect of different kinds of
classifiers and their differences. At the same time, we use
the voting method, the weight method based on recognition
accuracy, and the adaptive weight method as the fusion
strategy to observe the experimental effect. In this experi-
ment, firstly, three base classifiers with different combina-
tions are selected, and the three fusion strategies are
adopted to compare their recognition effects and perfor-
mance, as shown in Figure 10.

As shown in Figure 11, the analysis shows that the fusion
accuracy of voting method is the lowest; using the fusion
method based on accuracy, because the weight of the base
classifier with the lowest accuracy is the smallest and the dis-
course power of the base classifier with the highest accuracy
is the heaviest, its recognition performance is slightly
improved compared with the voting method [22]; after using
the adaptive weight method, its performance has been signif-
icantly improved compared with the accuracy method, espe-

cially in group 2 and group 3. Then, analyze each group in
detail.

Group 1 adopts three tree algorithms with the highest
accuracy and average difference for fusion. The fusion effect
based on accuracy and adaptive weight method is slightly
improved compared with the voting method, but the
improvement effect is not obvious, indicating that the selec-
tion of the base classifier is not the optimal choice.

Group 2 replaces the rep algorithm with the rule-based
DTNB algorithm, which has the worst performance in group
1, and obtains better results than group 1 in the final fusion
effect. It is the combination with the highest final recogni-
tion rate in all groups, and the improvement range becomes
larger. In group 3, the cart algorithm in group 2 is replaced
by the MLP algorithm based on neural network. The accu-
racy of the algorithm is low, but the maximum improvement
is unexpectedly obtained, and the final recognition rate is

Group 1

Group 2
Group 3

Group 4
Group 5

Group 6

Group 7

65

66

67

68

69

70

71

72

�
e a

cc
ur

ac
y 

of

�e adaptive
Optimal basis classifier

Figure 10: Fusion effect of the two classifiers.

–1 0 1 2 3 4

62

64

66

68

70

72

A
cc

ur
ac

y

Group

Voting
Based on accuracy
�e adaptive

Figure 11: Linear graph of difference and fusion strategy effect.

0.28

0.30

0.32

0.34

0.36

0.38

0.40

0.42

0.44

�
e d

iff
er

en
ce

s

LAD

REP
DTNB LR

SV
M

MLP

Part
 ru

le

CART

Figure 9: Differences of base classifiers.

1 2 3 4 5 6 7 8 9 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7
O

ut
lin

e o
f t

he
 co

effi
ci

en
t o

f

K value

Figure 8: Corresponding diagram of contour coefficient and
cluster number K .

8 Mobile Information Systems



second only to group 2, slightly higher than group 1 [23].
Group 4 then replaced the MLP algorithm with SVM algo-
rithm. Due to the ultra-low accuracy of SVM, its voting
method obtained the worst recognition effect, and the per-
formance based on accuracy and adaptive weight method
was not ideal. Through the above comparative analysis, we
can draw the following conclusion.

In the combination strategy, in most cases, the adaptive
weight method can often achieve better decision perfor-
mance than the optimal subclassifier and has a significant
improvement in performance compared with the traditional
method of determining the weight based on the accuracy of
each classifier. In the difference and base classifier category
selection strategy, the average difference measurement
method based on pairwise reduces the prominent peak on
the curve because of its average, which reduces the reference
of its data. From the analysis of groups 1-5, in most cases,
the combination of base classifiers based on different princi-
ples can achieve better combination improvement effect
(e.g., group 3, the classifier integrating three principles has
the largest improvement). Group 2 integrates a rule-based
DTNB algorithm into the two tree algorithms and achieves
the best fusion performance because of the high accuracy
of its base classifier. Group 1 uses three tree algorithms, even
though its base classifier has the best accuracy, and its
improvement is not obvious. As for group 4, the linear
SVM algorithm may not be complementary to other algo-
rithms, so its fusion effect is also very limited.

In simulation, the number of fuzzy rules M = 4. 200
groups of data were used for training, and 200 groups of data
were used for verification. Figure 12 shows the fuzzy neural
network output curve of the algorithm in this paper,
Figure 13 shows the error curve of the verification data,
and Figure 14 shows the objective function curve of the
number of iterations. In the output curve of Figure 12, the
line represents the output ŷðkÞ of neural network.

Table 1 shows the performance comparison results based
on root mean square error between this algorithm and
other identification algorithms. The comparison criterion
is the root mean square error of training data and verifica-
tion data.

In simulation, the number of fuzzy rules M = 4.
Figure 15 shows the output curve of the fuzzy neural net-
work for the validation data, Figure 16 shows the error curve
of the validation data, and Figure 17 shows the objective
function curve of the number of iterations.

Table 2 shows the performance comparison between this
algorithm and other identification algorithms. The compar-
ison criterion is the root mean square error of the validation
data.
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Figure 14: Performance curve of the proposed algorithm (root
mean square error).

Table 1: Performance comparison of different identification
algorithms.

Identification
method

Rule
number

Training data
RMSE

Validate data
RMSE

BP algorithm 4 0.0126 0.0125

Hybrid algorithm 4 0.128 0.0133

Traditional
algorithm

6 0.0109 0.0041

In this paper,
algorithm

4 0.0094 0.0087
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Figure 13: Error curve of the algorithm in this paper.
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Next, for the test of the system, this paper simulates six
emotional states of 50 students in English class, obtains a
total of 300 data, and then tests it through the speech emo-
tion recognition system of the mobile terminal. The model
used by the mobile terminal is fuzzy neural network. The test
results are shown in Figure 18 below. The data in the table
represents the accuracy of input speech for emotion
recognition.

The test results are not as accurate as expected in previ-
ous experiments. The possible reasons are as follows:

(1) The training sample data is insufficient. In the exper-
iment, the speaker independent and text indepen-
dent recognition experiments of different speech
emotional states are used. In this case, when the
training sample size is small enough to include all
the speaker’s personal voice quality characteristics
and all possible texts, it is almost impossible to real-
ize speaker independent and text independent
speech emotion recognition on the test set. The deep
learning model needs a lot of data to support the
training of the model

(2) The training sample data comes from professional
actors, while the testers are ordinary people. In this
paper, the main training samples come from the per-
formance simulated emotions of professional actors,
and ordinary people may not be the same as the sim-
ulated emotions of professional actors without pro-
fessional training. Therefore, when the training set
is inconsistent with the test set, the accuracy of test
recognition will be reduced

5. Conclusion

Aiming at the complex structure identification of interval
type-2 fuzzy neural network and the dependence of BP
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Table 2: Performance comparison of different identification
algorithms.

Identification method Rule number Validate data RMSE

BP algorithm 5 0.0346

Hybrid algorithm 4 0.0397

Traditional algorithm 3 0.0282

In this paper, algorithm 4 0.0136
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Figure 18: Statistical chart of test results.
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parameters on initial values, an interval type-2 fuzzy neural
network identification algorithm based on FCM clustering
algorithm is proposed. Firstly, the center and membership
degree of the training data are obtained by FCM clustering
algorithm, and the initial values are assigned to the center
and width of the Gaussian membership function and the
subsequent parameters of the type 2 fuzzy system. Secondly,
a direct type-2 fuzzy set reduction algorithm is used to sim-
plify the process of training network parameters by BP algo-
rithm. The simulation results show that the proposed
algorithm has the advantages of simple learning process,
good identification accuracy, and fast convergence speed.
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