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Image sequence analysis is attracting significant attention at present, but its principles and techniques have rarely been applied to
the field of sports biomechanics. As far as the technology of automatic recognition of joint points by computers is concerned, it is
still in the experimental stage. The purpose of this paper is to study and analyze the sequence analysis and feature extraction of
sports images based on cyclic neural network. This paper puts forward the basic concepts of sports image sequence analysis
and feature extraction and analyzes the importance of sports in this context. As the experimental results demonstrates, the
application rate of detecting human motion by using template matching technology detection is between 15% and 47%, while
the accuracy of image sequence analysis method has increased from 17% to about 65%. Generally speaking, although the
template matching technology detection method is more popular than the image sequence analysis method at the beginning,
the popularity of the image sequence analysis method is significantly higher than that of the template matching technology
detection method after time precipitation. Therefore, it is very important to study the sequence analysis and feature extraction
of sports image based on cyclic neural network.

1. Introduction

In recent years, as the sequence image motion analysis
becomes more and more important, scholars also began to
apply the sequence image motion analysis to sports. The
motion of the sequence may be caused by the motion of
the camera, the motion of the object, the change of lighting
or the change of the structure, and size and shape of the
object, so it is very difficult to track such changes. In order
to achieve a specific purpose, reliability and accuracy are
often two important indicators when tracking moving tar-
gets in complex background. With the continuous develop-
ment of competitive sports, sports known as the “new
Olympic Games” have attracted more and more attention.
Popular sports have become an activity of great social signif-
icance in people’s daily life. The active development of col-
lective movement has also played a more and more
obvious positive role in accelerating the improvement of
productivity, maintaining social stability and protecting
human health.

The innovations of this paper are as follows: (1) This
paper introduces the theoretical knowledge of sequence
image motion analysis and cyclic neural network. And this
paper analyzes how the cyclic neural network algorithm plays
a role in the research of sports image sequence analysis and
feature extraction by using the cyclic neural network algo-
rithm. (2) This paper investigates and analyzes the character-
istics of sports image sequence analysis and feature extraction
and its advantages. Finally, this paper concludes that sports
image sequence analysis and feature extraction based on
cyclic neural network will promote the development of
sports.

The rest of this paper is organized as follows. In Section
2, the related work about sequence analysis and feature
extraction of sports images via recurrent neural network is
presented. In Section 3, the proposed approach is presented
followed by experimental results in Section 4 and a brief dis-
cussion of the results in Section 5. Finally, the concluding
remarks and some future directions for further improve-
ments are discussed in Section 6.
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2. Related Work

With the vigorous development of sports in recent years,
people pay more and more attention to sports. In [1], the
authors witnessed the unprecedented interest and active par-
ticipation in extreme sports. The uniqueness of extreme
sports is that they involve physical fitness and special atti-
tude towards the world. The authors interviewed 15 extreme
sports participants and elaborated on three aspects of
extreme sports experience. The findings provide valuable
insights into the experience of participants. However, the
scholars did not explain in detail what the main aspects are
and what the survey results are [1]. In [2], the authors pro-
posed a new condition of complex valued activation func-
tion, which is less conservative than the assumed Lipschitz
condition. Based on the new conditions and linear matrix
inequalities, they established some new criteria to ensure
the existence and stability of the equilibrium point. They
also gave a numerical example to illustrate the effectiveness
of the theoretical results. However, the scholars did not spec-
ify the concept of activation function, and there was no spe-
cific experiment to prove the reliability of the function. In
[3], the authors found that the computational strategy used
to generate biological targets has good affinity. However,
the scholars did not explain why the cyclic neural network
can be used to train new molecules of the model, and there
is no specific data to prove whether the model can really
be applied to the language model. The authors of [4] found
that a large part of residential and commercial buildings
need intelligent applications to predict power consumption
with the progress of sensors and intelligent technology, in
which cyclic neural network can play a vital role. However,
the scholars did not list the advantages of cyclic neural net-
work, nor did they explain why they chose this method to
predict power consumption. In [5], the authors found that
in the data-driven prediction method, the prediction accu-
racy of the remaining service life of the bearing mainly
depends on the performance of the bearing health index.
These indexes are usually fused from some statistical fea-
tures extracted from vibration signals. However, there are
many deficiencies in many existing bearing health indica-
tors. They proposed to input the selected features into the
cyclic neural network, but the scholars did not explain what
the shortcomings of bearing health indicators are and how
to deal with them.

In [6], the authors considered the use of distributed
cyclic neural network for cooperative motion control of mul-
tiple manipulators and provide an easy to handle method. It
can extend the existing results of single manipulator control
using cyclic neural network to scenes with multiple manipu-
lator coordination. His simulation proves the effectiveness of
the proposed method. However, the scholars did not
describe the whole simulation process, and there was no evi-
dence to support his view. In [7], the authors proposed a
neurodynamic optimization method for synthesizing linear
control systems through state and output feedback. The
challenge is expressed as an optimization problem with
robustness measurement. They proposed two coupled recur-
rent neural networks to solve formulated problems in real

time. Compared with the existing methods, the exponential
convergence of the global optimal solution can also be guar-
anteed. The scholars proposed that neurodynamics can
ensure the exponential convergence of the global optimal
solution, but they did not prove that this conclusion is cor-
rect through specific data [7]. In [8], the authors proposed
a fractional order recurrent neural network and studied sev-
eral topics related to the dynamics of this network, such as
stability and undamped oscillation. Based on the stability
analysis, the critical value of fractional order is determined,
and then they estimated the parameter range of undamped
oscillation. However, the scholars did not describe the
parameter range of undamped oscillation, nor did they
explain how to determine the critical value of fractional
order.

3. Image Sequence Analysis and Feature
Extraction Method Based on Cyclic Network

The world is changing, and sequence images provide people
with more information than a single still image. The signifi-
cance of sequence image analysis is to transfer image pro-
cessing from still image to sequence image. By analyzing
multiple continuous images, information that cannot be
obtained can be obtained [9]. Only sequence images can rec-
ognize and analyze dynamic processes. Due to the rapid
development of hardware technology, the storage capacity
and processing speed of images are greatly improved, and
real-time sequence image analysis is realized [10].

A difficult problem in sports teaching is how to solve the
comparison between the coach’s action and student’s action.
The traditional comparison methods mostly rely on the
naked eye for direct comparison or use the motion compar-
ison method based on video. One of the problems of these
comparison methods is that they cannot accurately give an
accurate measure of the similarity between the students’
actions and coaches’ actions. Whether it is the overall simi-
larity or local similarity, there is no effective algorithm to
solve this problem. The recognition in motion is shown in
Figure 1.

In Figure 1, a method of extracting useful data or infor-
mation from an image and obtaining a “nonimage” repre-
sentation or description of an image such as a number or
symbol has been shown. This process is called feature extrac-
tion. If these functions are used in numerical or vector form,
the computer can be trained to understand these functions
so that the computer can recognize images [11]. Human fea-
ture recognition is shown in Figure 2.

As shown in Figure 2, how to use huge sensor data to
improve human activity recognition accuracy and real-time
performance is an important research direction in the field
of life. In recent years, the deep learning algorithm of various
tasks that abandon manual feature extraction and constantly
update the world record has become the focus of the cogni-
tive field of research activities [12].

3.1. Cyclic Network Algorithm Based on Artificial Neural
Network. Artificial neural network is a research hotspot in
the field of artificial intelligence since the 1980s. It abstracts
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the human brain neural network from the perspective of
information processing, establishes a simple model, and
forms different networks according to different connection
modes. This paper mainly studies the application of cyclic
neural network in deep learning algorithm in the field of
motion recognition based on sensor data [13]. The applica-
tion of recurrent neural network is shown in Figure 3.

As shown in Figure 3, artificial neural network is the
technical replication of biological neural network in
the sense of simplification. Its main task is to build a practi-
cal artificial neural network model and design the corre-
sponding artificial neural network model according to the
neural network principle of biology and the needs of practi-
cal application. It simulates the specific intelligent activities
of the human brain and implements its technology to solve
practical problems [14].

3.1.1. Perceptron. Perceptron is a typical structure of artificial
neural network, and its main feature is a simple structure. It
is a convergence algorithm that can solve problems and
plays an important role in the research of neural networks
[15]. Perceptron can not only realize simple Boolean opera-
tion, but also fit any linear function. Any linear classification
or linear regression problem can be solved by perceptron.
The perceptron model is shown in Figure 4.

As shown in Figure 4, the input vector will pass through
the parameter vector ðw1,w2,w3Þ of the perceptron model
to obtain the intermediate result as

v = 〠
3

i=1
wiai + b: ð1Þ

When the two types of sample distributions have multi-
modal properties and interleave with each other, the simple
linear discriminant function often leads to large classifica-
tion errors. Piecewise linear classifier can often be effectively
applied to this situation, where the limiter ai is nonlinear
and the threshold function is

σ vð Þ = 1, if vϕ threshold
0, if v ≤ threshold

� �
, ð2Þ

where threshold is the threshold of perceptron model.

The offset b term is recorded as wiai, so the output of the
sensor is

b = σ 〠
n

i=0
wiai

 !
: ð3Þ

In the field of artificial neural network, perceptron is also
called single-layer artificial neural network to distinguish it
from more complex multilayer perceptron. As a linear clas-
sifier, perceptron is undoubtedly the simplest form of feed-
forward artificial neural network [16]. Despite its simple
structure, perceptron can also learn and solve quite complex
problems. The main defect of perceptron is that it cannot
deal with the problem of linear separation [17].

Cyclic networks can identify patterns of sequence data,
such as text, genome, and sensors. This is an artificial neural
network for identifying time series data [18]. Cyclic
neural network has memory, parameter sharing, and Turing
completeness. Therefore, it has certain advantages in learning
the nonlinear characteristics of sequences. Recurrent neural
network is applied in natural language processing, such as
speech recognition, language modeling, machine translation,
and other fields. It is also used in all kinds of time series predic-
tion. Circular network is undoubtedly the most powerful neu-
ral network. It can also decompose the image into a series of
image patches and process them as sequences [1]. The cyclic
neural network is shown in Figure 5.

As shown in Figure 5, the difference between cyclic net-
work and feedforward network is that feedforward network
always receives its own output as input at the last moment.
Using this information, the cyclic network can complete
the impossible task of feedforward network [19]. The RNN
model with the number of output layer units ofH and K is

αth = 〠
I

i=1
wiha

t
i + 〠

H

h

whb
t−1
h , ð4Þ

bth= θh αth
� �

: ð5Þ

Formula (4) and Formula (5) are iteratively calculated
from the time t = 1 until the whole input sequence is com-
pleted. The value calculated by the collection of hidden layer
elements is represented by the relevant technology of Formula
(5) position prediction [20], whereati is the value of the input
unit at timetandbt−1h represents the value of the neural network
hiding unit. Formula (5) indicates that the nonlinear differen-
tiable activation function is applied to the collection value of
the hidden unit.

3.1.2. Output Layer. The output result vector of multilayer
neural network is given by the activation of output layer.
The input value of each output layer unit K of the neural
network is calculated by the unit output values of all hidden
layers connected to the unit and is shown in

αk = 〠
h∈H

whkbh: ð6Þ

h

h d

b

a

Figure 1: Recognition in motion.
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Figure 2: Human feature recognition.

Figure 3: Application of recurrent neural network.
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Figure 4: Perceptron model
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The so-called activation function is the function running
on the neurons of artificial neural network, which is respon-
sible for mapping the inputs of neurons to the outputs. For a
binary classification task, logistic sigmoid is generally used as
the activation function, and the number of output units is 1.
Since the interval of logistic sigmoid value is ð0, 1Þ, the acti-
vation function can be expressed as

P C1 ajð Þ = b = σ akð Þ: ð7Þ

When the classification number k is greater than 2, that
is, the output layer has k units. The probability value of using

softmax function as the activation function to obtain the
classification result is

P C1 ajð Þ = bk =
eak

∑K
k e

ak
: ð8Þ

To sum up, the target probability in this paper is

P z ajð Þ =
Yk
k=1

bzkk : ð9Þ

In order to further verify the reliability of the feature
extraction model based on cyclic neural network and the

Output layer

Hidden layer 

Input layer 
T – 1 T T + 1

Figure 5: Cyclic neural network.
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Figure 6: The accuracy of probability model, Markov model and neural network model.

5Mobile Information Systems



necessity of research, this paper makes a corresponding
comparison with some traditional feature extraction. The
traditional feature extraction models are mainly probability
model and Markov model. Markov model generally refers
to Markov model. Markov model is a statistical model,
which is widely used in speech recognition, automatic part
of speech tagging, phonetic word conversion, probabilistic
grammar, and other natural language processing applica-
tions. Obviously, the accuracy is the main factor to evaluate
a feature extraction model. The accuracy of probability
model, Markov model, and neural network model is shown
in Figure 6.

As shown in Figure 6, the cyclic neural network is supe-
rior to the traditional Markov probability model based on
transfer formula in feature extraction and has certain
research value.

3.2. Image Sequence Analysis. Image sequence analysis uses
computer vision technology to detect motion and moving
objects from image sequence and analyze, track, or recognize
them. Image sequence analysis is widely used in many
aspects of national economy and military field.

3.2.1. Basic Algorithm. Its general expression can be written
as

f ai, bj, t0
� �

, f ai, bj, t1
� �

,⋯, f ai, bj, tn−1
� �� �

i, j = 0, 1,⋯, n − 1ð Þ:
ð10Þ

The so-called relative sequence generally refers to the time
tk after tk‐1 (k = 1, 2,⋯, n − 1). The time interval between
acquisition of two adjacent images is defined as

Δtk = tk − tk−1, k = 1, 2,⋯, n − 1ð Þ, ð11Þ

where Δtk is usually equal; that is, the acquisition time interval
of all images is the same. The image sequence is shown in
Figure 7.

As shown in Figure 7, since the image sequence is usually
composed of multiple frames, each image along the time axis
can maintain short-term detection, and continuous motion
can be formed through the persistence of human vision.

3.2.2. Interframe Difference Method. Interframe difference
method is a method to obtain the contour of moving target
by performing difference operation on two adjacent frames
in video image sequence. It can be well applied to the case
of multiple moving targets and camera movement.

The difference image is obtained by calculating between
the kth frame image f k and the Kth-1 frame image f k−1. It
is shown in

Dk a, bð Þ = f k a, bð Þ − f k−1 a, bð Þj j: ð12Þ

The main advantages and disadvantages of interframe
difference method are shown in Table 1.

As shown in Table 1, the main advantage of this algo-
rithm is that the detection rate is very high, and the image
can be detected effectively and quickly. The algorithm is also
very simple. Compared with the traditional complex algo-
rithm, the process of the algorithm is not only much simpler,
but also the results are more correct. However, the algorithm
also has some disadvantages, such as low segmentation accu-
racy and low detection efficiency.

Enter

Pooling

Feature
connection

Feature
connection

Enter

Pooling

Figure 7: Image sequence.

Table 1: Main advantages and disadvantages of interframe
difference method.

Features Object A B C

Advantage

High detection rate 56% 67% 66%

The algorithm is simple 78% 77% 72%

Low complexity 23% 16% 12%

Shortcoming
Low precision 15% 11% 13%

Low accuracy 26% 25% 22%
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3.3. Human Motion Feature Recognition and
Extraction Algorithm

3.3.1. Human Motion Feature Recognition. In the process of
human walking, each person’s human contour feature is
unique and can represent a specific identity. The contour
shape of human body has integrity, which describes the move-
ment of human body as a whole, which belongs to static char-
acteristics. The structure diagram of specific motion feature
recognition system is shown in Figure 8.

As shown in Figure 8, when walking, people will make a
series of characteristic actions reflecting the changes of limb
contour and shape, such as the natural swing of arms, the
shaking of head, the stepping of thighs and lower legs, and
the movement of hips.

3.3.2. Human Motion Feature Extraction. Background sub-
traction algorithm is a very important preprocessing algo-
rithm in many machine vision based applications. For
example, use a fixed camera to count the number of people
in and out of a room, or the traffic camera to extract informa-
tion about vehicles, and so on. In all these examples, the first
thing to do is to extract people and vehicles separately.

The moving target extracted by background subtraction
in static background has high accuracy. Set the current
image frame as f cða, bÞ, the background image reference
frame as bcða, bÞ, and the foreground image as

dc a, bð Þ = f c a, bð Þj − bc a, bð Þ: ð13Þ

The foreground image obtained by Sdcða, bÞ background
subtraction is still gray image, so it is usually not suitable to
use gray image directly for feature processing. The
calculation method of image value is

Rc a, bð Þ =
ai, dc a, bð Þ ≥ T

bi, dc a, bð Þ ≥ T

(
: ð14Þ

In this paper, the closed operation is used to further pro-
cess the image, and the matrix operator is selected as the
structural element. The expansion operation expression is

E = B ⊕ S = a, b Sa,b ∩ B ≠ φ
��� �

: ð15Þ

B is the original image to be processed, E is the processed
image, represents the structural element, and Sa,b represents
when the origin of S moves to the point. The decay candle
operation Formula is expressed as

E = B ⊗ S = a, b Sa,b ⊆ B
��� �

: ð16Þ

In this paper, the series of operations are used to process
the binarized moving human body image, so as to fill the
small holes in the image area and eliminate the background
noise outside the individual area.

Therefore, this paper uses moment invariants to trans-
form the image contour into one-dimensional features to
describe the contour features of human motion. Compared
with the traditional way of using Fourier descriptors to

Camera

Moving image
sequence

Feature  extract ionFeature
database

Class ificat ionand
identificat ion Recognit ion resul t

Background
model ingMoving image

sequence

Figure 8: Typical motion feature recognition system.
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represent motion contour features, it has the advantages of
less data and simple operation process.

For the bounded two-dimensional function f ða, bÞ ∈ Lð
R2Þ with o⟶ ab set on the plane, define its order origin
moment, as shown

mpq =
ð+∞
−∞

apbq f a, bð Þdxdy: ð17Þ

However, the step center distance is defined as

μpq =
ð+∞
−∞

ð+∞
−∞

a − a1ð Þp b − b1ð Þq f a, bð Þdxdy: ð18Þ

If f ða, bÞ is piecewise continuous and has non-zero
values only in a finite region in the o⟶ ab plane, then its
moments of all orders exist.

Transversely scan the abscissa al, ar, of the longitudinal
coordinate b1 of the neck joint in the human motion contour
image, and then, calculate the abscissa of the neck joint as

A1 =
al ar − alð Þ

2 : ð19Þ

After extracting the human joint points, it is necessary to
locate the joint points in each frame, calculate the position of
the joint points in each frame, and use the centroid of the
joint point area to represent the joint points. The abscissa
of the center of mass is the average of all abscissa on the
object contour, and the ordinate of the center of mass is
the average of all ordinates on the object contour. The defi-
nition of centroid is shown in

ca =
∑ i,jð Þ∈Contouri

n
, ð20Þ
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Figure 9: Advantages of human motion sequence image and feature extraction.

Table 3: Template matching technology detection method.

Test subject Time spent(min) Accuracy The complexity

a 54 48% 53%

b 52 49% 51%

c 50 52% 50%

d 47 58% 52%

e 46 56% 54%

Table 4: Image sequence analysis.

Test subject Time spent(min) Accuracy The complexity

a 32 87% 21%

b 31 88% 17%

c 28 84% 19%

d 30 85% 22%

e 25 86% 20%

Table 2: Traditional motion analysis methods.

Test subject Time spent(min) Accuracy The complexity

a 65 20% 65%

b 78 16% 67%

c 74 15% 63%

d 69 21% 69%

e 72 18% 68%
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where n is the number of pixel points in the region. That is,
the abscissa of the center of mass is the average of all abscissa
in the region, and the ordinate of the center of mass is the
average of all ordinates in the region.

4. Experiment and Analysis of Image Sequence
Analysis and Feature Extraction Based on
Cyclic Network

4.1. Advantages of Human Motion Sequence Images and
Feature Extraction. With the accelerating pace of life, people
get fewer and fewer opportunities to exercise. The populari-
zation of mass sports has become very difficult. The reasons
include that people suffer from the lack of correct guidance
methods to help them exercise effectively.

Human motion feature extraction is the core part of
motion feature recognition. The selected classification and
recognition method and recognition performance are
directly related to it. Through computer vision technology
to detect and recognize human motion characteristics, the
key problem is how to reasonably describe human motion.

This paper analyzes the advantages of human motion
sequence images and feature extraction, as shown in
Figure 9.

As shown in Figure 9, the advantages of human motion
sequence image and feature extraction mainly include saving
time and cost and higher accuracy. The percentage of time
saved is 66%-85%, and the percentage of cost saved is
65%-73%. When the human body is moving, the circular
neural network automatically determines the position of
joint points, which greatly shortens the time spent by the
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Figure 10: Application trend of template matching technology detection method and image sequence analysis method.
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operator on video analysis. It saves costs and can even avoid
mistakes caused by operator fatigue and many other reasons.

4.2. Three Motion Analysis Methods. In this paper, five
experts analyze, compare, and score the three known motion
analysis methods, as shown in Table 2, Table 3, and Table 4.

As shown in Table 2, among the traditional motion anal-
ysis methods, the most original method is to manually deter-
mine the joint point in each frame and then calculate the
motion biomechanical parameters such as the speed and
motion trajectory of the point. The time interval required
by the traditional motion analysis method is 65min-
78min, the accuracy is 15%-21%, and the complexity is as
high as 63%-69%. However, it is not only a waste of time
to determine many points in the image sequence, but also
the accuracy is very low, and the process is very complex.

As shown in Table 3, another advanced method is to put
some marks on the parts of the human body of interest
before movement and then use the template matching tech-
nology to detect these marks in each frame of the image for
motion analysis. However, in some cases, placing the mark
on the human body will lead to inflexible movement. There-
fore, people always hope that the less restrictions and inter-
ference on motion and image analysis, the better.

As shown in Table 4, the third method is the image
sequence analysis method proposed in this paper. The big-
gest feature of image sequence analysis is that the processing
method of the first frame image is different from that of the
subsequent frames. Because the characteristic information of
the previous frame can be used in the processing of subse-
quent frames, the processing accuracy and speed are
improved. One of the most important problems in image
sequence processing is motion estimation, which is a power-
ful method to identify human joint points.

The biggest difference between motion capture for
motion teaching and ordinary motion capture is that it has
the function of motion comparison. That is, the system can
compare the student’s action with the coach’s action, so as
to give an evaluation of the student’s action learning quality.
At the same time, it should also point out the names of bone
and joint points that students do not move in place in the
process of learning movements. This paper compares
the application trend of template matching technology
detection method and image sequence analysis method, as
shown in Figure 10:

As shown in Figure 10, image sequence analysis and fea-
ture extraction are developed for human motion recogni-
tion. It extracts and classifies the motion features of human
moving targets and understands and explains their actions.
Human motion feature analysis based on image sequence
analysis and feature extraction has a wide application pros-
pect in the fields of intelligent video surveillance, intelligent
interface, and virtual reality.

5. Discussion

This paper analyzes how to study sports image sequence
analysis and feature extraction based on cyclic neural net-
work. This paper expounds the related concepts of image

sequence analysis and feature extraction. This paper focuses
on the theory of recurrent neural network and explores the
methods of sports image sequence analysis and feature
extraction. The influence of sports image sequence analysis
and feature extraction on sports is discussed through
experiments.

This paper also uses the cyclic neural network algorithm
based on artificial neural network and sequential image anal-
ysis method. With the wide range of application of cyclic
neural network algorithm and sequential image analysis
method, the importance is becoming more and more prom-
inent. Many scholars have begun to apply the cyclic neural
network algorithm and sequence image analysis method to
human motion recognition. The research and analysis of
recurrent neural network algorithm and sequence image
analysis method can not only promote the development of
sports, but also improve the training efficiency of athletes.
Through the experimental analysis, it can be seen that under
the background of the prosperity of sports, people have
higher and higher requirements for movements in sports.
Therefore, this paper proposes a sequential image analysis
and feature extraction algorithm based on cyclic neural net-
work. Under these two algorithms, the images in sports are
better recognized, so that the athletes’ actions can be cor-
rected and their training can be carried out normally.

6. Conclusion

With the development of sports in recent years, people pay
more and more attention to sports. Sports posture errors
in sports will lead to sports injuries and other consequences,
so the rational use of technology to identify and analyze ath-
letes’ actions can effectively improve the accuracy of athletes’
actions and reduce injuries. Therefore, this paper mainly
analyzes and extracts the characteristics of sports image
sequence based on cyclic neural network and introduces
sports and image sequence in detail. In the method part, this
paper first analyzes the artificial neural network, which leads
to the cyclic network. Because the perception layer of circu-
lar network can predict the next action, it is very reasonable
to choose this method for feature extraction of human image
sequence in this paper. In the experimental part, this paper
analyzes the problems existing in sports. This paper com-
pares the traditional motion analysis method with the image
sequence feature extraction method based on cyclic network.
The results show that the accuracy and speed of image
sequence feature extraction method based on cyclic network
are higher than that of traditional motion analysis method.
Therefore, based on the circular network, this paper analyzes
and extracts the features of image sequences in sports, which
is of great significance.
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