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To solve the problem that the explosive growth of data cannot be effectively analyzed, a big data analysis and prediction system based on deep learning is proposed. The systems proposed in this paper optimize the design of circulatory neural networks using an optimization processing strategy in addition to circulatory neural networks based on a distributed parallel processing framework that studies and analyzes disrupted neural networks during the in-depth study. The results are as follows: using the DCNNPS parallel strategy can effectively improve the training speed of the convolutional neural network to a small extent, and the speed can be improved by more than 50%. Compared with the other two, the network optimized by DCNNPS is less sensitive to data growth in the scenario of a large amount of data and is more suitable for processing a large amount of data. Moreover, with the increase of computing nodes, the acceleration effect is more obvious, the acceleration ratio is higher, and the improvement energy is about 70%. It is proved that the system proposed in this paper can process massive data very effectively and make a great contribution to the development of the industry.

1. Introduction

Effective data analysis is integral to data processing calculations, machine learning, and other system support [1]. Traditional analytics systems are structured data-based online analytics processing and online transaction processing systems. The flow information processing mechanisms used by these traditional analytics tools are very effective in the data analysis process. Performance [2]. With the gradual development of deep learning, software tools applied to deep learning are also born and gradually popularized. Each software tool focuses on different emphases. These open-source deep learning tool systems provide good system support for deep learning, but for ordinary industry users, their use threshold is relatively high. They not only need a lot of time cost to learn relevant API and corresponding framework language syntax but also need a lot of hardware costs such as computing servers to build a deep learning framework. This difficulty can be well solved by building a deep learning system with the nature of cloud computing with the help of distributed computing technology. Therefore, designing a big data analysis system based on deep learning, which can assist ordinary data analysts to carry out convenient, effective, and suitable deep learning analysis, has important practical significance for reducing the use threshold and improving the work efficiency of users [3, 4]. Figure 1 shows the big data analysis of marketing user intelligence information.

Establishing a large data analysis and forecasting system is a very convenient and popular solution to effectively improve the efficiency of data analysts and reduce operating costs. All parties design and implement big data analysis systems with different architectures for different objectives. PDIminer has a highly modular and scalable 4-tier architecture, namely, workflow subsystem, user interface subsystem, data preprocessing subsystem, and data mining subsystem. It completes the analysis and mining tasks through flexible combination and efficient cooperation among algorithms [5]. Mhango et al. and others focus on the underlying basic computing functions, develop and integrate Python library and NumPy matrix calculation library suitable for deep learning, have strong algorithm scalability,
and provide GPU acceleration services [6]. Caffe, a deep learning architecture developed and constructed by Ma L. and others, focuses on different aspects of theano. It is designed and implemented with rich and complete basic modules to support the rapid construction of the neural network model and the high-speed training of the neural network model [7]. Liu et al. and others have shown that Caffe can process more than 40 million images per day using a single nvidia k40 training depth convolution network (CNN), and the speed can reach 5000 FPS when training with Titan GPU [8]. The open-source big data collection and processing system developed by Gong B and others integrates the independently developed the Minos monitoring system, improves, and optimizes the cluster management, load balancing, job debugging, and other aspects of Hadoop and other frameworks and improves the overall computing performance of the system. The online workflow mechanism adopted by the ClowdFlows system shows strong usability and performance in distributed big data mining and analysis [9]. Liang et al., respectively, introduced deep learning into data processing scenarios in fields such as power load forecasting and military target image classification to improve system processing performance [10]. In addition, to better support the use of in-depth learning training, Wang and Srikanth pointed out that academia and industry design and implement their own software systems to improve the efficiency of model training. Among them, the performance acceleration technology of each framework software is different, but it mainly includes GPU, ASIC, and FPGA [11]. BDA analysis engine takes Hadoop, spark, and other framework integration processing as the basic computing architecture and integrates heterogeneous resources, and the library of general algorithms for big data analysis provides a highly reusable distributed computing system, reducing the complexity of using big data analysis. The DI-X (Data Intelligence X) system developed by Tencent supports users to run the algorithm on the cloud GPU and CPU server through visualization, effectively reducing the use threshold of algorithm engineers and data scientists. Ali’s data addition system provides many business functions that drastically reduce data-related workloads, such as modeling and ETL, and provides data services for various industries in combination with tools and engines. However, these systems are still insufficient in supporting deep learning, and the use of model structure is particularly complex, which cannot give consideration to the convenience of use and the flexibility of the model. DLP (a parallel deep learning programming framework based on heterogeneous architecture) has developed an in-depth training programming framework based on a hybrid heterogeneous architecture of the CPU and GPU [12]. The framework establishes a unified module library to realize the visual construction of deep learning model, so as to improve the convenience of programming. However, these systems and other systems with deep learning functions can achieve good results in specific application fields, but the improvement of model performance makes the model structure more complex and cannot maintain convenient use and flexible model construction at the same time. Moreover, when dealing with specific industry data, a single in-depth learning model often cannot achieve the ideal effect. The combination of multiple algorithm models can face the changing needs and achieve the desired results, and the operation and use of these systems in this regard is more complex [13].

Based on the above research background and current situation, this paper designs and implements a big data analysis and prediction system based on deep learning, which aims to support the use of deep learning and reduce the user’s use cost and operational complexity. Firstly, this paper investigates the existing processing framework and related technologies related to big data and in-depth learning. Combined with the analysis of system design scenarios, functional requirements, and performance requirements, this paper designs and puts forward a five-tier overall architecture including data absorption, system framework, algorithm model, integration components, and service application, which lays the foundation for the specific implementation of the system.

2. Research Methods

2.1. Architecture Research and Design of Big Data Analysis and Prediction System Based on Deep Learning. The traditional general deep learning algorithm predictive analysis adopts a stand-alone operation mode, and the processing speed of big data is greatly limited. To improve the training efficiency of the deep learning algorithm model, the reasonable design of the deep learning algorithm model under a large amount of data, the use of parallel optimization method, and the combination of the deep learning and distributed computing
framework can effectively improve the processing speed of the original algorithm under large amount of data. Due to high requirements on users’ programming ability for indepth learning prediction and analysis, it is difficult to get started. Combined with building system services in modular and visual forms, providing user operation services can reduce the difficulty of getting started [14, 15].

Therefore, to facilitate users to carry out rapid deep learning prediction analysis, we improve the support granularity of deep learning algorithm model and simplify the complexity of deep learning model construction. This topic breaks down big data hypothesis analysis tasks from data representation, data management, and task performance and builds and develops a big data analysis and prediction system based on an indepth study. The architecture includes a big data absorption module, data warehouse module, hybrid computing processing, algorithm model library, visual interface module, and other functional parts. The specific overall design of the architecture is seen in Figure 2, which includes five layers: data absorption, system framework, algorithm model, integration component, and service application.

2.2. Parallel Optimization Processing Strategy for the Convolutional Neural Network. In addition to the DCNNPS algorithm developed and implemented in this paper, the optimization development strategy divides the training servers into two types: computing server nodes and multiparameter server nodes and divides all model training into computational gradients. Update parameters by server node and parameter server node in two parts [16]. The calculation server node carries out gradient calculation based on the BP algorithm. In the process of forwarding propagation calculation, it adopts the idea of parallel batch SGD training to obtain the training data subset of the quantitative batch from the training data set for calculation. In the process of error back propagation, the original serial propagation is reconstructed, and then the parameter is updated. The hierarchical parameter update method is adopted, that is, the error back propagation of the previous level is completed, that is, the parameter change of this level is transmitted to the parameter server for parameter update [17, 18]. At the same time, the computing server node combines the cache mechanism of spark to reduce the loss of repeatedly reading disk data in the process of multiple rounds of iterative calculation.

Multiparameter server architecture is the most commonly used distributed scalable machine learning architecture. In the process of using the parameter server architecture, it is allowed to process multiple algorithms at the same time. As shown in Figure 3, the whole architecture is mainly divided into one parameter service group and multiple computing service groups. Each server node in the parameter service group retains a partition part of the globally shared parameters. Parameter server nodes can communicate with each other to transfer and migrate parameters to ensure the reliability and scalability of the service.

The computing service group is responsible for handling all computing tasks in model training. Each computing server is assigned partial partitions in the training data to perform local gradient computing tasks. Different from the parameter server node, the calculation server node only communicates with the parameter server node to pull parameters from the parameter server node and update parameters to the globally shared parameters of the parameter server node. Each computing service group has its own independent and isolated scheduling queue. The scheduling queue allocates computing tasks to the corresponding computing server nodes and monitors the operation status of each computing task at the same time. If the task fails, the scheduling queue will recall the unfinished task and assign it to other computing server nodes for execution [19].

2.3. Parallel Gradient Computing. Parallel microbatch SGD algorithm is the most commonly used optimization technology for CNN model training. The SGD computing process is executed in parallel in multiple computing server nodes. Each computing server node allocates and divides some partitions of all training data sets. After all the calculation tasks are completed, the weight results obtained from the calculation task will be aggregated into the parameter server, and the average evaluation and other operations will be carried out to update them to the shared parameters [20]. The process of calculating the parallel gradient of a computing server node is roughly divided into two stages: forward and reverse distribution. During the forward spread phase, the activation function is calculated using the input image and propagated in the forward direction. The calculation formula is

\[ I_i = \sum_{i=0}^{l_i} W_i^l I_{l-1}^i + \theta_i. \]  

Here, \( I_i \) and \( \theta_i \) are the activation function and offset of layer \( l \) in CNN network, respectively, while \( W_i^l \) is the weight value of the \( i \)-th neuron in the eigenvector diagram between layer \( l \) and layers \( l-1 \) and \( W \).

During the feedback phase, the error value is calculated based on the value of the activation function of the previous layer and the feedback. The calculation formula is shown in formula (2), where \( Err_l \) is the error value calculated by layer \( l \) and \( W_i^l \) is the weight value of the \( i \)-th neuron of layer \( l \).

\[ Err_l = \sum_{i=0}^{l} W_{l+1}^i Err_{l+1}. \]  

The cost of communication between the computing server node and the parameter server node causes an update delay and the parameter aggregation becomes unstable.

2.4. Test and Analysis of Parallel Optimization Processing Strategy for Convolutional Neural Network. When testing the classification prediction accuracy and operation efficiency of the DCNNPS method, the classic Mnist, Cifar10, and Flowers data sets are used. The specific description is
Figure 2: Architecture of big data analysis and prediction system based on deep learning.

Figure 3: Architecture of the parameter server.
shown in Table 1. Among them, the Mnist data set has 10 categories, including 70000 28 * 28 monochrome handwritten picture data. Each line of data is the pixel representation of a picture with a classification label; the Cifar10 data set has 10 categories, including 70000 32 * 32 color picture data. Each row of data is the pixel representation of one picture with a classification label. The Flowers dataset has five categories, including 3840 64 * 64 color picture data. Each row of data is the pixel representation of a picture with classification labels [21–23].

When testing the acceleration efficiency of DCNNPS method, Mnist data sets of 10000, 60000, 150000, 240000, and 480000 are used, respectively, and compared with the same algorithm implemented by single machine and distributed Tensorflow.

3. Result Analysis

3.1. Classification Prediction Accuracy and Operation Efficiency Experiment. In this experiment, LeNet-5 in DCNNPS and ResNet-50 in DCNNPS represent the LeNet-5 and ResNet-50 networks optimized by DCNNPS, distributed ResNet-50 and distributed LeNet-5 represent the LeNet-5 and RESNET 50 networks realized by distributed Tensorflow, and Single LeNet-5 represents the LeNet-5 network realized by single Tensorflow. To train and test the above network model, this paper divides the training package and test package into 5:1 ratios, and the specific results are shown in Table 2. The results show that the DCNNPS parallel strategy can effectively improve the speed of convolutional neural network training with low-precision changes [24, 25].
3.2. Acceleration Efficiency Test. In this experiment, as shown in Figure 4, the training speeds of LeNet-5 in DCNNPS, single LeNet-5, and distributed LeNet-5 under different data sets are compared. In addition, the training acceleration efficiency of LeNet-5 in DCNNPS, ResNet-50 in DCNNPS, distributed ResNet-50, and distributed LeNet-5 in data sets of the same size, and different node numbers is compared. The results are shown in Figure 5. From the above results, it can be seen that the network optimized by DCNNPS is less sensitive to data growth and more suitable for processing a large amount of data than the other two in the scenario of a large amount of data. Moreover, with the increase of computing nodes, the acceleration effect is more obvious and the acceleration ratio is higher.

4. Conclusion

The analysis and prediction of a large amount of data are one of the important topics in the current era of data explosion. Nowadays, deep learning has gradually developed into an important method for a large amount of data analysis and prediction. However, unlike traditional data analysis and machine learning algorithms, the use of in-depth learning to analyze and predict data requires not only the study and mastery of complex frameworks and complex programming models but also expensive equipment to build the running environment. Ordinary data analysts who need to use it need to pay high learning and equipment costs. At the same time, how to train the deep learning model more efficiently is also an important topic in the popularization and use of deep learning. Therefore, this paper fully analyzes these realistic demand scenarios, designs, and implements a high-performance big data analysis and prediction system based on deep learning. The specific work is as follows:

(1) The in-depth study-based big data analysis and prediction system design requirements are defined in the design options, functional requirements, and performance requirements, as well as the five-story general architecture and functional modules of the big data analysis and prediction system studies and invents in-depth learning.

(2) In addition to advanced neural networks, an in-depth optimization study is being conducted, and a strategy for the parallel optimization of convolutional neural networks based on a distributed processing system is being proposed. In addition to developing and using the system as a package, the optimized network is tested and analyzed.

(3) Detailed testing and analysis of the operation of big data analysis and forecasting systems are based on in-depth training. The results of the experiments show that the operation and performance of a big data analysis and forecasting systems based on the in-depth learning meet design requirements and are practical in practical versions.
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