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�e structure of English long sentences is generally complicated, with complicated logical levels, many parallel elements, many
modi�ers and conjunctions, and long post attributives. Moreover, pronouns in English long sentences often need to be judged
according to the context. Complex English long sentences are very common in English and even run through the whole English
article. �e analysis results of these complex long sentences will seriously a�ect the quality and readability of machine translation.
In this paper, HNC (hierarchical network of concepts) method is improved to realize the segmentation of long sentences, so as to
simplify sentence patterns. According to the characteristics of professional literature, this paper puts forward a translation
optimization method of professional literature combining HNC with statistics, which greatly improves the recognition e�ciency
of unknown words by extracting professional terms. �e results show that the word segmentation method based on HNC and
statistics proposed in this paper has achieved a good word segmentation e�ect in the open test environment, with an accuracy rate
of 93.38% and a recall rate of 94.51%.�e conclusion shows that our method can make full use of the knowledge of the source tree
database, thereby improving the accuracy of the syntactic model on the target tree database.

1. Introduction

In recent years, the domestic English translation business
has been developing constantly, from the translation of
English works in the past to the diversi�ed English trans-
lation of English movies, TV dramas, news, etc. As a whole,
great progress has been made. Machine translation has
become an e�ective way to solve English translation.
However, due to the complexity of language knowledge and
the limited cognition of language rules, there is a big de-
viation between the accuracy of machine translation and
language artistic conception [1, 2]. At present, the machine
translation algorithms of English complex long sentences are
based on syntactic analysis, multistrategy analysis, and
corpus translation, which mainly focus on word meaning
checking and semantic feature processing [3, 4], but these
machine translation algorithms have low translation

accuracy, high recovery rate, and poor reliability of trans-
lation results. �erefore, this paper studies the segmentation
of English long sentences based on HNC (hierarchical
network of concepts) and the optimization of professional
literature translation, so as to realize the automatic proof-
reading of English translation and improve the e�ciency
and quality of English translation.

Professional literature translation involves multidisci-
plinary �elds. �eoretically, it is appropriate that profes-
sional literature should be translated by professionals.
However, the reality is that most professional people may
not be pro�cient in foreign languages or they know foreign
languages but lack basic translation skills, so it is di�cult for
them to be competent translators. In English translation,
how to solve the problem of long sentence translation is a
key point worthy of attention. From the perspective of
English language structure, a long sentence means that the
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components in a sentence are complex; for example, it may
consist of several clauses or cover many other modifiers.
Duan et al. put forward the concept of document processing
automation based on word frequency statistics. It establishes
a theoretical basis for selecting important words and abstract
sentences [5]. Giannella et al. provide information of dif-
ferent levels of knowledge according to users’ personal in-
terests and try to shield this information that users do not
like. HNC reasoning becomes the key technology of
knowledge organization and knowledge query in intelligent
information retrieval [6]. Matsuuchi et al. modeled the
problem as finding the dependency tree with the highest
probability (score) from a directed multiple graph (complete
dependency graph) [7]. Chen et al. proposed a dependency
analysis method based on integer linear programming [8].
(ey used the first-order graph model and added some
strong constraints inspired by linguistics. (eir model needs
the constraint of exponential number, because every possible
ring needs to introduce a constraint. Corpus from different
fields plays a decisive role in statistical models. (erefore,
even if a system has excellent effect and precision of word
segmentation in its own domain, it often fails to achieve
satisfactory results for word segmentation in other domains.

Complex English long sentences are very common in
EST, some of which are even as long as dozens of lines,
including hundreds of words, and contain many clauses and
nonpredicate verbs. (ese clauses and phrases are inter-
dependent and have very distinct semantic hierarchical
relationships. In HNC, the phrase corresponds to the
concept of semantic block. As the next semantic unit of a
sentence, semantic block is the function of sentence type,
and it plays a very important role in sentence type. (e
effective segmentation of long sentences can be used in the
actual machine translation system, which can simplify the
sentence structure and improve the overall performance of
the machine translation system. In addition, it can also be
used in the fields of natural language processing such as
information retrieval and text classification. At present,
under the premise that there is little research on word
segmentation technology of professional literature and the
word segmentation technology of professional literature is
immature, the research on translation optimization of
professional literature has great practical significance.

2. Related Work

2.1. Research on Machine Translation Technology. With the
development of machine learning methods [9], artificial
intelligence, computer technology, and linguistic theory,
people have a deeper understanding of the background,
objectives, and application prospects of machine translation,
so machine translation has made great progress again.

Luo et al. believe that the biggest barrier to machine
translation is semantic ambiguity. (e diversity of language
semantics requires that machine translation must have a set
of grammar and syntax systems that can fully analyze
language structure and semantic problems [10]. However,
the conversion rules and syntactic analysis models applied at
that time obviously could not solve all kinds of complicated

language problems. Motoyuki and Kazuhiro discussed tra-
ditional machine translation methods based on dictionaries
and conversion rules and example machine translation
methods based on parallel corpora [11]. Condon et al. be-
lieve that any language problems faced by translation can be
attributed to word meaning problems at the lexical level and
structure problems at the grammatical level [12]. Wen et al.
put forward a diagonal alignment model and an alignment
model based on hidden Markov model. (e diagonal
alignment model can better solve the influence of small-scale
corpus on translation results, and the alignmentmodel based
on hidden Markov model can make alignment smoother in
general [13].

Wei et al. put forward a vocabulary domain labeling
method based on the annotation information in dictionaries,
which uses the annotation information of words in general
dictionaries to label the domain of words, expanding the
scale of existing HNC [14]. Wu et al. put forward the
principle of machine translation method based on semantic
unit theory, which regards the translation between natural
languages as the conversion between different expressions of
the same semantics in two natural languages. Firstly, se-
mantic analysis is carried out in the source language to
obtain sentence meaning expressions, which are then
substituted into semantic units of the target language to
generate sentences in the target language [15]. Liu et al. have
studied the classification system of machine translation
specialty, the mapping of specialty dictionaries to specialty
classification systems, and the mapping of International
Standard Classification ICS standards to specialty classifi-
cation systems [16].

2.2. Professional Literature Translation Research. Over the
years, many scholars at home and abroad have done a lot of
research work in the field of term extraction. (e methods
used are rule-based methods, statistics-based methods, and
the combination of statistics and rules. Jiang et al. intro-
duced the concept of mutual information to measure the
combination ability of two words and extracted various
combinations of words [17]; Wang et al. adopted the method
based on pure statistics to automatically extract terms from
open corpus and jointly applied two statistical parameters,
mutual information and log-likelihood ratio, to the auto-
matic term extraction algorithm, extracting the seeds of two-
word words to be expanded from corpus [18]. Geng adopts
word-based maximum entropy model and word-based
conditional random field model to automatically extract
terms and transforms the problem of term extraction into
the problem of term labeling, thus realizing an automatic
term extraction system based on the combination of word-
based conditional random field model and rules. (e ac-
curacy of the system is 89.9%, and the f value is 88.4% [19].

Kedar proposed a global training method using linear
model for transition-based model, and the training algo-
rithms of graph-based and transition-based methods tend to
be consistent [20]. Tubau found through detailed compar-
ison that the error distribution of the two methods is dif-
ferent. Compared with the graph-based method, the
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transition-based method has high accuracy on the depen-
dency arc with short distance (the distance between the core
word and the dependency word) and on the dependency arc
with far distance from the root node (from this arc to the
root node in reverse) [21]. Pereira proposed a method to
reorganize the results of multiple models [22].(emain idea
is to establish a new dependency graph according to the
analysis results of several models. (e weight of each arc in
the dependency graph is obtained by voting multiple model
results. Ge proposed a fine-grained fusion method [23]. (e
idea of this method is to fuse the features used in transition-
based and graph-based models and train the weights
together.

3. Research Method

3.1. Segmentation of English Long Sentences by HNC
Algorithm. Due to the extensive use of relative words,
conjunctions, prepositions, etc., English long sentences
usually contain a large number of coordinate elements, and
the relationship between the main clause and the clause, as
well as the clause and clause, makes the sentences compli-
cated and difficult to grasp. (erefore, when translating
English long sentences, translators often need to adopt the
split translation method; that is, the middle participle,
phrase, and even clause of the original text are split from the
original text and then translated to facilitate the overall
arrangement of the sentence. English is a language that
emphasizes hypotaxis. It is customary to use conjunctions to
show the relationship between sentences and the compo-
nents in sentences by explicit means, while Chinese pays
attention to parataxis, which mainly depends on the logical
connection between sentences and components in senten-
ces. No matter what kind of English long sentence it is, these
methods and steps are involved in the translator’s use of split
translation.

Compared with short English sentences, long English
sentences involve many subclauses, and the relationships
among these subclauses are complicated. However, if we
ignore the correlation, it will directly lead to readers’ de-
viation in understanding the whole sentence. Actually, in
order to express the meaning more clearly, people will make
more use of the mixture of complex sentences and com-
pound sentence. Such sentences are called mixed long
sentences. In this sentence structure, sentences will contain
more parallel structures, and these parallel structures will
also have their own subordinate structures. (erefore, En-
glish long sentences should have the following character-
istics: long sentences, many words, many sentence
components, and many main or clause components.
Moreover, the sentence structures are complex and
changeable, and some of them have nested structures, which
contain more grammatical and semantic information.

(e HNC statistical algorithm used in this paper is
mainly used to improve the feature selection algorithm, and
the core metric of feature selection is the feature weight. If a
concept is repeatedly mentioned in the article, it is often
closely related to the main object of the article, and it is also
of great value for category judgment. Judge whether the

analysis results meet the design requirements of symbol
system, how much they meet, and the next improvement
direction. In addition, the consistency of each knowledge
base is tested quantitatively. In this way, the process of
machine translation will involve the ordering of English
sentences. (ere are also adverbial clauses with independent
grammatical structure, which are mainly located at the
beginning or end of a sentence.

In HNCmethod, this paper mainly analyzes sentences in
three steps, and the process is shown in Figure 1.

(e specific process is as follows:

(1) (e part of speech of sentences is marked, and then
the parts of speech are merged according to the
regular expression matching rules, so as to achieve
the purpose of simplifying sentence components. In
this way, the number of “words” in the whole sen-
tence is reduced, and then merging these compo-
nents will bring convenience to the subsequent
processing of sentences.

(2) Analyze compound sentence. In English sentences, a
common problem is the word order before and after
compound sentence; that is, after English is trans-
lated into Chinese, the translation must conform to
the logical order of Chinese. For example, in com-
mon adverbial clauses of cause, the result in an
English sentence is usually at the beginning of the
sentence, while the reason is at the end of the
sentence.

(3) If there are clauses in the segmented sentence, fur-
ther segmentation is needed. (ese clauses can be
subject clauses, object clauses or attributive clauses,
etc.

(rough the above three steps, try to make the sentences
more concise and shorter, which will bring more conve-
nience to the subsequent machine translation work.

(e higher the level of a concept is, the more abstract it is
and the wider the scope it covers. (e concept covers too
wide a range, and its significance to classification is relatively
small. Use a generalization formula to measure:

FR(c) � 1 −
maxn

i�1 Ft Si( ( 


n
i�1 Ft Si( 

, (1)

where Ft(Si) represents the number of times that the sub-
concept itself and all its subordinate subconcepts appear in
the article and n represents the total number of subconcepts
of this concept c.

In order to be like an artificial topic analyst, the text topic
can be determined only according to several concepts that
have strong predictive effects on the topic, and the hierar-
chical order of the text topic can be ensured. Semantic
network is used to represent the hierarchical concepts of
topics, and the concepts that have strong decisive effect on
topics are selected as the central nodes in conceptual rea-
soning network.

Information gain is a criterion that is often used in
machine learning to measure the importance of a certain
predictor. First of all, the evaluation function is used to get a
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score for all the predictive words, and then they are sorted
according to their size. Finally, according to the size of the
threshold, it is decided to retain the predictive words that
better reflect the characteristics of the theme. (e evaluation
function is as follows:

InfGrain(F) � P(F) 
i

p wi|F( log
p wi|F( 

p wi( 

+ P(F) 
i

p ϕi|F( log
p ϕi|F( 

p ϕi( 
.

(2)

Here, F is a word, P(F) indicates the probability of the
occurrence of the word F, F indicates that the word F does
not appear, p(ϕi) indicates the probability of the occurrence
of class i, p(ϕi|F) indicates the probability of the occurrence
of the word F, and ϕi indicates the probability of its
occurrence.

InfGrain(F)>w words are the core words, and InfGrain
is defined as the subordinate degree of the subject words.(e
number of core words is limited by obtaining a larger w.

(e algorithm is based on the semantic knowledge base
of HNC. Each word in the knowledge base gives the
knowledge of HNC concept type, cluster code, etc. (e type
of the word is judged from the concept category, and the
cluster code is the logical combination unit of the word
matching.

Cosine similarity model is an important model com-
monly used to measure the word meaning difference be-
tween two phrases. It is based on multidimensional space,
and the difference between two vectors is represented by the
cosine of the angle between two vectors. If the cosine be-
tween two phrases is larger, the smaller the angle between
two semantic vectors is, the closer the meaning of two
phrases is. On the contrary, if the cosine value between two

phrases is smaller, the semantic difference between the two
phrases will be greater.

Let two phrases in the same corpus be multidimensional
semantic vectors u, v, and let u � [a1, a2, . . . , an],
v � [b1, b2, . . . , bn], n be the dimensions of the vectors; then
the English translation similarity Sim(u, v) between the two
phrases is calculated by the following formula:

Sim(u, v) �
u · v

‖u‖ ×‖v‖
,

�


n
i�1 ai × bi��������������


n
i�1 a

2
i × 

n
i�1 b

2
i

 .

(3)

In order to ensure the efficiency of global search al-
gorithm based on dynamic programming, the graph-based
model needs to make strong independent assumptions. It
is assumed that, in the dependency tree corresponding to a
sentence, only the dependency arcs existing in some
special structures are interrelated and influence each
other, while other dependency arcs are independent of
each other. Under this assumption, the score of a de-
pendent tree is decomposed into the sum of the scores of
some subtrees.

Score(x, d) � w · f(x, d),

� 
p⊆d

Scoresubtree(x, p), (4)

where p represents a subtree allowed by an independent
hypothesis. p contains one or more dependent arcs in d.
Scoresubtree(x, p) represents the score contributed by p.
f(x, d) is the aggregated syntactic feature vector corre-
sponding to (x, d), and w is the weight vector of syntactic
features.
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Figure 1: Streamline process based on HNC long sentences.
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(rough explicit means such as morphological changes,
relative words, and conjunctions, the relations between
words, sentences, and clauses in the language are closely
connected, so that the sentence structure is complete and is
standardized, thus forming the syntactic features of English
hypotaxis, as well as the features of English long sentences
with complex structure, many logical levels, many modifiers,
and many parallel components.

3.2. Optimization of Professional Literature Translation.
Professional words can be divided into two categories:
common words and technical terms. Compared with the
general corpus, the boundaries between these two types of
words are clearer. Among them, common words appear
frequently, which reflects the writing norms and sentence
characteristics of patent corpus, but their vocabulary is not
large. First of all, a term is a fixed or semifixed word or
phrase that is closely combined. It should be a linguistically
established word. However, it is different from common
words. (e main difference is that it is a language unit with
strong domain characteristics and is used in a specific
professional field. (erefore, terms have three characteris-
tics: tight combination, language completeness, and domain.

(e part of speech words can also be determined by
disambiguation according to the context information, but
there is no new word that has never appeared in the
training corpus, and naturally there is no context infor-
mation that can be associated with it. (erefore, the
processing of new words in part of speech tagging faces
greater challenges. (e training data corresponding to each
affix is sparse and the part of speech of Chinese affixes has
great ambiguity. Because Chinese words are shorter than
English, some existing metagrammatical features may not
be applicable to Chinese. Statistical methods are used to
predict the part of speech of unknown words, so there is no
need to add artificial customized grammatical rules.
(erefore, when the training corpus is large enough, sta-
tistical methods can be applied to any language and have
strong adaptability and practicability.

HNC divides cognitive structure into local and global
associations. Local association refers to the association at the
lexical level, which can be simply summarized as follows:
dividing concepts into abstract concepts and concrete
concepts, expressing abstract concepts with quintuple and
semantic network, and expressing concrete concepts with
anchored expansion approximation.

Specifically, it is to translate English long sentences
directly according to the fixed order, without considering
too much linguistic and artistic effects, mainly to ensure that
the translation is clear and accurate or even to change
jumbled long sentences into multiple short sentences in the
translation process. According to the limited objects of
auxiliary semantic blocks, the semantic blocks and even
sentence types are further analyzed to reduce the difficulty of
semantic block analysis and anatomy.

Technical terms are the linguistic expressions of concepts
in various disciplines, the achievements of scientific re-
search, and the crystallization of knowledge language in the

course of human progress. In order to clearly explain the
functions and technical characteristics of patents, it is
necessary to use a large number of technical terms, and even
some terms are self-coined. (e domain difference between
professional literature and general corpus determines that
the word segmentation method in general domain is not
suitable for professional literature. According to the inherent
characteristics of professional literature, this paper adopts
the word segmentationmethod based on HNC and statistics.
(e extraction process of technical terms in this paper is
shown in Figure 2.

(ere are two steps to extract professional terms:

(1) Firstly, according to the rules of word formation, the
rules of term extraction are summarized, and the
candidate terms are evaluated and selected by using
algorithms and forbidden word lists, so as to obtain
preliminary professional terms.

(2) Secondly, aiming at the problem that low-frequency
technical terms are difficult to identify, the prelim-
inary technical terms are used as the template
training text, and the conditional random field
model is used to construct the term extraction
template, so as to finally extract meaningful low-
frequency technical terms and improve the extrac-
tion accuracy of technical terms.

(e basic idea is to inspect one training example at a
time. According to the current weight vector w(k), the
prediction result of the current instance is obtained, and,
according to the error in the prediction result, the current
feature vector is updated to obtain a new feature vector
w(k+1). (e algorithm determines the final weight vector
through multiple iterations. Every iteration needs to traverse
all training examples.

According to the current weight vector w(k), the ap-
proximate optimal dependency tree of top − K is obtained
by using the decoding algorithm based on column search
and stored in d

K
. (e update criteria are

min w
(k+1)

− w
(k)

�����

�����,

s.t.∀d ∈ d
K

w
(k+1)

· f x
(j)

, d(j)
  − f x

(j)
, d  ≥ loss d(j)

, d .

(5)

(at is, the current feature vector w(k) is adjusted
minimally, so that, for any dependency tree d in top − K, the
difference between the score of the correct dependency tree
d(j) and the score of d is not less than the error number of d.

When the encountered new words have both prefixes
and suffixes, how to select more effective affix information to
improve the accuracy of new word labeling becomes the key.
You can make a trade-off in the following ways:

(1) Choose the longer of prefix and suffix.
(2) Select the one with less parts of speech in the prefix

and suffix distribution. If the prefix has a possible
part of speech and the suffix has a possible part of
speech, the prefix distribution is selected to estimate
the lexical probability.
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It is more useful to calculate the entropy of prefix and
suffix distribution and then determine which one is more
useful. (e method of calculating entropy is used in part of
speech tagging to measure how much information is nec-
essary for independent data. For example, the formula for
calculating the entropy of affixes is

Sa � − 
i

nai

Ni

log2
nai

Ni

 , (6)

where nai is the number of times that part of speech i appears
in all words with a as affixes and Ni is the total number of
times that affix a appears. (rough calculation, the affix
distribution with the smallest gun is selected to estimate
P(wi|ti).

By transforming the problem of part of speech tagging of
new words into the probability of launching survival words,
the unification of statistical methods can be well realized,
and the problems of acquiring rule knowledge and building
dictionaries can be avoided. Assume that the transition
probability is only related to the previous state; that is, the
part of speech cj of xj is determined by the part of speech of
wj−1. Namely,

P cj|xj  ≈ 
M

m�1
P cm|wj−1 P cj|cm , (7)

where M represents the total number of parts of speech
categories. According to the Bayesian formula, the proba-
bility of lexical emission is

P xj|cj  �
P xj 

P cj 
P cj|xj . (8)

In the formula, the number of times in which marked
symbol cj appears in the training expectation is represented
by C(cj). (e number of times that the symbol string cmcj

appears together in the training corpus is indicated by
C(cmcj).

4. Result Analysis

In some cases, the translation of English long sentences is
limited by time, which will increase the difficulty of trans-
lation. For example, for simultaneous interpretation and
consecutive interpretation in English, it is necessary for the
translator to respond in time and translate the information
during or after speaking. Accordingly, Chinese expression
pays more attention to the overall semantic expression in
language, ensuring harmony, conforming to artistic con-
ception, and reflecting the characteristics of parataxis.
However, English expression pays attention to the structure
and form of sentences in language, showing the charac-
teristics of hypotaxis. For the translation of long English
sentences, it is necessary to translate English sentences that
focus on hypotaxis from parataxis level.

In order to investigate the role of HNC statistical model
in automatic text classification system, the system uses the
same training text and test text to conduct classification
experiments on HNC statistical model and morphology-

Corpus

Pretreatment 

Rule
extraction 

Statistical
calculation 

Disable
vocabulary 

Training
corpus 

HNC
training 

HNC
template 

HNC label
recognition 

Technical
term 

Candidate
terms 

Figure 2: Technical term extraction process.
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based model, respectively. (e difference between the two
systems is limited to feature weighting and selection. Take
different numbers of training corpus and classify the same
test set. Both HNC-based and word-form-basedmethods are
used for comparative experiments. (e experimental results
are shown in Figure 3.

It can be seen that the classification accuracy of the
system increases with the increase of training corpus, but,
with the continuous increase of training corpus, the growth
of the classification accuracy of the system slows down. No
matter how much the training corpus is, the method based
on HNC has higher accuracy than the method based on
morphology. (e highest difference is about 10% percentage
points.

By the time of 80 articles, the accuracy rate of HNC-
based method reached 92.35%, while that of morphology-
based method was only 84.55%, with a difference of 7.8
percentage points. (is shows that the classification method
based on HNC has obvious advantages over the method
based on morphology.

Table 1 is the comparison table of segmentation accu-
racy, recovery rate, and average cross-connection number
between traditional algorithm and this algorithm. (e ac-
curacy rate and recovery rate of segmentation, respectively,
indicate the accuracy rate of dividing complex English long
sentences and the usage rate in specific translation, which are
the basis for ensuring the accuracy of English long sentence
translation and also important indicators. For the translation
of complex English sentences, the higher the segmentation
accuracy, the lower the average recovery rate, and the higher
the translation accuracy.

It can be seen that the number of cross-connections of
this algorithm is 17.46, which is 12.68 less than that of the
traditional translation algorithm, indicating that the per-
formance of this translation algorithm is better. Compared
with traditional algorithms, this translation algorithm has
higher translation accuracy and recovery rate, so it has
higher practicability.

Figure 4 lists some experimental results. (e experi-
mental results mainly consider the recall rate, accuracy rate,
and F value.

It can be seen that the recall rate of each step has achieved
good results and the application of comprehensive method
has improved the correct rate of sentence segmentation.
However, the correct rate of comprehensive method is not
very high, so the method needs further improvement.

English pays attention to the continuity of logical
thinking and is used to connect the components of sen-
tences by explicit means, so that the relationships among
the components of sentences can be revealed, while
Chinese pays more attention to parataxis. (ere will be
some mistakes in word segmentation and labeling on the
training corpus of this patent, and there will be some
mistakes in the corresponding term recognition results. It
is easy to divide the whole professional term or part of the
term into a string with other words, and this phenomenon
of word adhesion often occurs in the front and back
boundaries of terms. Particularly, for long sentences, the
analysis time of high-order models increases rapidly. (is
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Table 1: Comparison results of various indexes between traditional
algorithm and this algorithm.

Traditional
algorithm

Algorithm in
this paper

Number of clauses after
segmentation 1369 1683

Correct cut fraction 1224 1579
Cross-connection number 30.14 17.46
Average accuracy 89.41% 93.82%
Average recovery rate 7.16% 15.38%
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Figure 4: Experimental results of long sentence segmentation.
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restricts the application of high-order dependency parsing
model in high-level natural language processing systems,
such as machine translation and information extraction.
(erefore, according to the characteristics of Chinese, we
propose a fast dependency parsing method based on
punctuation.

(e translation results are evaluated by the international
general evaluation indicators BLEU and mteval-v13a.
Table 2 shows the evaluation results of the three systems.

Under a standard answer, the BLEU values of this system
and [10] translation system are 0.193, and 0.142, respectively.
(e BLEU value of the former is much higher than that of
the latter. It can be seen that the translation quality of this
system is obviously better than that of the comparative
translation system.

(e corpus used in this experiment is the Chinese patent
data provided by the patentMTtask of NTCIR-9 conference.
In this paper, HNC and CRF++ tools are used to train the
training corpus, so as to extract patent terms. (e sampling
statistical results of HNC and CRF algorithm terminology
recognition are shown in Figure 5.

It can be seen that although the training accuracy of CRF
model is lower than that of HNC, more technical terms are
identified. In this experiment, 1863 preliminary terms were
identified by HNC, and 2014 terms were identified by CRF
model training. Compared with HNC, the vocabulary dif-
ference (number of changes) was 56893.

In this paper, the patent HNC is constructed by rule
extraction and statistical learning, and there are 440, 247
entries in the constructed HNC. Figure 6 is the experimental
result of segmenting all words in the test corpus in the open
test environment.

It can be seen that, through word segmentation exper-
iments on professional literatures in many fields, the general
word segmentation tool in [17] has only 70.66% accuracy
rate for patents and the effect is not satisfactory. (e word
segmentation method based on HNC and statistics proposed
in this paper has achieved good results in the open test
environment, with 93.38% accuracy and 94.51% recall in the
open test.

(e imperfection of the corpus makes it impossible to
contain all linguistic phenomena, which leads to the devi-
ation of the acquired linguistic information and the inability
of correctly reflecting the real linguistic phenomena. It also
causes serious data sparseness of the calculated model pa-
rameters, which affects the accuracy of labeling. Because the
training corpus cannot contain all possible words and parts
of speech, the language is constantly developing, and new
words will be added. So, when there are a large number of
new words, because the relevant information cannot be
obtained from the training corpus, the probability of wrong
tagging will be greatly increased, which will seriously affect
the accuracy of tagging. (erefore, a better solution to the
problem of new words is also a big problem that puzzles part
of speech tagging.

For this reason, we extract the dependency structures
corresponding to all segments from the training corpus.
Figure 7 compares the efficiency of different methods in
different sentence lengths.

For the sake of clarity, we have omitted sentences longer
than 110. Time analysis includes all operations from the
input of sentences to the output of analysis results, such as
feature extraction and decoding. It can be seen that the two-
stage method greatly improves the efficiency of analyzing
long sentences and the influence of sentence length on the
analysis time is very small.

Because the average sentence length of the corpus is 25,
we used three intervals: sentences less than 29, sentences

Table 2: Evaluation of translation evaluation results.

System type BLEU-4
Ref. [10] 0.142
Ref. [13] 0.176
(is paper system 0.193
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greater than 50, and sentences in the middle. It can be seen
that, compared with the one-stage method, the two-stage
method increases the syntactic accuracy with the increase of
sentence length. For sentences longer than 28, the accuracy
of the two-stage method is greatly improved.

Merging the converted source tree database with the
target tree database to form a larger training data, finally, the
syntactic analysis model is trained on the merged tree da-
tabase. As the training data increases, the accuracy of the
syntactic analysis model will naturally increase. However, it
is a very difficult problem to deal with the inconsistency of
annotation structures in different tree repositories. (rough
a clever strategy to reduce the noise contained in the
transformed tree library, the performance of syntactic
analysis can be improved. In the experimental part, we
indirectly compare our method with theirs, and the results
show that our method is more effective.

5. Conclusion

(ere are many long sentences in English, which are easy
to be translated into blunt and dull Chinese due to the
different syntactic features between English and Chinese,
and sentence translation is the cornerstone of text
translation, which makes English long sentence transla-
tion a major focus and difficult in translation. (is paper
applies HNC algorithm to English long sentence seg-
mentation. A regular expression is used to describe or
match a series of strings that conform to a certain syntactic
rule; that is, it provides a way to match strings. (e word
segmentation method combining HNC with statistics can
effectively improve the recognition rate of unknown
words by extracting technical terms. (e word segmen-
tation method based on HNC and statistics proposed in
this paper has achieved good results in the open test
environment, with 93.38% accuracy and 94.51% recall in
the open test. Careful error analysis shows that the joint
model can better resolve syntactic sensitive part of speech
ambiguities and correct resolution of these ambiguities
can further help syntactic analysis.
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