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In order to improve the effect of spoken English processing, it is necessary to improve the spoken English processing technology
from the perspective of the characteristics of spoken English, combined with intelligent algorithms. This paper combines the
intelligent speech analysis technology to improve the spoken English recognition technology and combines the actual and
needs of English learning to improve the system algorithm. Moreover, this paper combines the intelligent speech analysis to
construct the intelligent spoken English learning model structure and combines the statistical method and the intelligent
evaluation method to analyze the model effect. After obtaining the system function structure, this paper designs experiments to
verify the effect of the model proposed in this paper. From the experimental analysis results, it can be seen that the intelligent
English speech analysis model proposed in this paper can play an important role in the learning of spoken English.

1. Introduction

Spoken English signal processing has been widely used in
many aspects such as English oral enhancement, English
oral recognition, English oral coding, and English oral com-
munication. It provides great help for people to obtain infor-
mation conveniently, accurately, and quickly [1]. Spoken
English enhancement technology, as an extremely important
and basic branch of the signal processing of spoken English,
has a positive impact on spoken English recognition and
spoken English coding. Moreover, it has developed rapidly
in the past few decades, and many smart spoken English
devices use English spoken language enhancement technol-
ogy to reduce noise in noisy spoken English that is disturbed
by noise. The enhanced performance of these smart spoken
English devices directly affects the further processing of spo-
ken English [2]. However, in the actual environment, the
types of noise are different and constantly changing. For a
long time, it has not been determined which spoken English
enhancement technology has the best function and the best
objective evaluation method for spoken English. Therefore,

researching a reliable and practical spoken English evalua-
tion technology has become a very important topic in the
signal processing of spoken English [3].

Oral English is usually the main medium for the
exchange of information between people or between people
and machines. However, in real life, the spoken English sig-
nal will inevitably be interfered by background noise. These
noises include the noise of the surrounding environment,
the noise of the transmission medium, the noise in the
equipment, and the interference of other speakers’ spoken
English. It is the existence of these noises that have largely
destroyed the acoustic characteristics and model parameters
of the original spoken English signal and caused the perfor-
mance of the spoken English transmission system to deteri-
orate sharply, resulting in that the signal received at the
receiving end is not the pure English that people want. The
spoken signal is a noisy spoken English signal mixed with
noise. For example, when communication equipment is used
in public places such as noisy hypermarkets, bustling streets,
and train stations, useful spoken English signals are often
submerged in the noise around these places, thereby greatly
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reducing the quality of spoken English. It affects the normal
oral English communication; in addition, if you are in a
high-intensity background noise environment for a long
time, the listener will also experience auditory fatigue.
Therefore, in order for people to communicate normally
and the spoken English signal processing system can work
effectively when the background noise is widespread, it is
necessary to perform special processing on the received
noisy spoken English signal, that is, noise suppression.

This paper combines intelligent speech analysis to study
the spoken English learning model, constructs an intelligent
model, and designs experiments to verify the effect of the
intelligent speech model, which provides a theoretical refer-
ence for subsequent spoken English recognition and spoken
English learning.

2. Related Work

The noise in the shortwave channel greatly reduces the qual-
ity of the voice signal passing through the shortwave channel
and also limits the effectiveness of the shortwave communi-
cation. Therefore, it is necessary to perform voice enhance-
ment on the shortwave voice signal with noise. The
purpose of voice enhancement is to reduce the noise of
shortwave voice signals with noise, minimize voice signal
distortion, and improve voice quality and intelligibility. Cur-
rently, the most widely used voice enhancement algorithm is
spectral subtraction [4]. The pure voice signal is obtained by
subtracting the voice of the noisy voice signal from the voice
of the noisy voice signal. According to the investigation of
literature [5], the characteristics of noise mainly come from
the silent period of the voice signal, and it is easier to esti-
mate the spectral amplitude of the noise signal than its
amplitude and phase. The spectral subtraction method is
to estimate by subtracting the silent period of the noisy voice
signal. The noise amplitude spectrum is used to obtain the
short-term amplitude spectrum of the voice signal. Other
methods apply the spectral subtraction filter to the noisy
voice signal, so that the amplitude spectrum of the enhanced
voice signal can be obtained [6]. Appropriate selection of the
filter parameters can minimize the difference between the
enhanced voice and the original clean voice. Spectral sub-
traction is mainly used to reduce additive noise, but when
the signal-to-noise ratio is low, the disadvantage of spectral
subtraction is that it introduces musical noise. Literature
[7] all proposed enhancement algorithms based on speech
generation models. The former uses the maximum a poster-
iori criterion to estimate the all-pole parameters, and the lat-
ter improves on the former, adding restrictions on speech in
the iterative process of the algorithm, further improving the
noise reduction effect. Literature [8] proposed a voice
enhancement algorithm based on signal subspace. The for-
mer uses orthogonal transform to divide the vector space
of noisy voice signals into noise subspace and signal plus
noise subspace. Finally, in the signal, the voice signal is
estimated in the noise-added subspace. According to this
principle, the human ear auditory model calculates the
masking threshold, and the human ear can tolerate the noise
below the masking threshold. Therefore, spectral subtraction

Mobile Information Systems

based on masking threshold came into being [9]. Aiming at
the voice signal in a non-stationary environment, literature
[10] proposed an improved voice enhancement algorithm
based on logarithmic spectrum estimation, which can effec-
tively improve the voice quality, but the computational
complexity is relatively high. Most of the above voice
enhancement methods can improve the quality of the voice
signal while minimizing the loss of the intelligibility of the
voice signal. However, after the voice signal passes through
the shortwave channel, multipath fading will occur, and
the single-channel voice enhancement effect still cannot
meet the actual demand under the shortwave channel.
Therefore, it is necessary to adopt new technologies to
improve the voice quality. In shortwave wireless communi-
cation, diversity combining technology can effectively com-
bat multipath fading. The prerequisite for multichannel
voice signal merging is multichannel voice synchronization.
Because there is currently no relevant literature to merge
multiple channels of analog voice signals, there is currently
no literature on the synchronization of multiple voice sig-
nals. There are many methods of diversity combining,
among which the most widely used are maximum ratio com-
bining, selective combining, and equal gain combining [11].
These merging methods are equivalent to performing linear
dimensionality reduction operations [12], and the three
merging methods have their own advantages and disadvan-
tages. When the channel estimation is accurate, the perfor-
mance of maximum ratio combining is the best, and the
output signal-to-noise ratio is the largest, but the complexity
is high. It is necessary to continuously estimate the fading
and phase of each branch signal; equal gain combining is
compared with maximum ratio combining and only needs
to estimate the instantaneous phase of each branch the com-
plexity is lower than the maximum ratio combination, easy
to implement, and the performance is slightly inferior to
the maximum ratio combination, but when the quality of
the voice signals of each channel is uneven, the performance
is poor [13]; choose the combination structure. The simplest
is that you only need to continuously monitor the perfor-
mance of each branch and select the branch with the best
performance as the output, but only one channel of the
signal is selected for merging, and the performance is poor,
and the remaining receivers do not contribute, resulting in
a waste of resources [14]. In addition to the above-
mentioned simple merging methods, diversity merging
methods also include mixed merging methods [15]. The
hybrid combining method combines two or more simple
combining methods to combine signals. Compared with
selective combining, the hybrid combining method has bet-
ter combining performance, but compared with the maxi-
mum ratio combining, it has poor performance and
computational complexity. Higher [16].

3. Intelligent English Speech
Analysis Technology

There are currently three typical voice perception methods:
energy detection, matched filter detection, and cyclostation-
ary detection. First, we build a system signal model. There
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are only two possibilities for the result of the judgment: exis-
tence and nonexistence. H, represents the absence of the sig-
nal, and H, represents the presence of the signal. The
specific signal model construction is expressed as [17]

n(t), H,,
r(t) =< x(t)+n(t), H, (1)
t=1,2,---.N.

In the formula, r(¢) is the received signal; x(¢) is the sig-
nal with a center frequency spectrum of fc and an average
power of Es; n(t) is the Gaussian white noise with a mean
value of 0 and a bilateral power spectral density of Ny; N
is the number of sampling points of the received signal.

As for how to perceive whether the primary user is work-
ing, the false alarm probability, missed detection probability,
detection probability, etc., are generally used as the basis for
detection. We usually use D, to indicate that there is no
authorized user in the detection frequency band. D, is used
to indicate the presence of authorized users in the detection
frequency band. Similarly, we use H, to indicate that there
are no authorized users in the actual frequency band and
use H, to indicate that there are authorized users in the
actual frequency band.

The probability of detection formula is

Pd:P(D1|H1)~ (2)

That is, the original main user works in the frequency
band allocated by him, and the working status of the main
user can be accurately judged through the detection algo-
rithm. Generally, it is stipulated to use the detection proba-
bility P; to describe. In order to improve the accuracy of
the perception system, the detection probability P,; should
be increased accordingly.

The formula for false alarm probability is [18]

P;=P(D,|H,). (3)

That is, the original main user did not work in the fre-
quency band allocated by him, and the working status of
the main user was incorrectly determined by the detection
algorithm, which resulted in a “false alarm” judgment. In
order to improve the effective use of voice in the perception
system, the detection probability P, should be reduced
accordingly.

The formula for the probability of missed detection is

P, =P(Dy|H,). (4)

That is, the original main user works in the frequency
band allocated by himself, but the working state of the main
user is not detected by the detection algorithm, which leads
to a “missing detection” judgment and interferes with the
normal communication of authorized users. In order to
reduce the interference to authorized users, the probability
of missed detection P, should be reduced accordingly.

Figure 1 shows the overall process of energy detection.
The collected signal r(t) first uses a band-pass filter to filter
out the frequency bands that cognitive users need to detect
and then enters the energy meter to obtain the energy value.
After a period of time, the required statistics are collected
and accumulated. By comparing the final value with the pre-
viously specified threshold, it can be judged whether the
main user is working.

The principle formula of the energy detection method is
as follows [19]:

E{(x(t) +n(t))*} = E{x(t)*} + E{n(t)*} 2 E{n(t)*}. (5)

Because when the main user is in the working state, the
collected signal energy must theoretically exceed the energy
when the main user is in the idle state; that is, the collected
signal is only noise. When the final statistic is higher than
the preset threshold, it indicates that the current primary
user signal is in the allocated frequency band. If it is lower
than the preset threshold, then it indicates that the current
primary user signal is not in the allocated frequency band.

In the additive white Gaussian voice (AWGN) channel,
it is assumed that the channel noise is Gaussian white noise
with bilateral power spectral density N, and bandwidth W.
The test statistic V for energy detection is [20]

T
V(k)= —J r*(t)dt. (6)

According to Shannon’s sampling theorem, the formula
for noise is

n(t) = OZO: a; sin [c(2Wt —1)]. (7)

i=00

Among them,

i . sin mx
a;,=n <—> sin ¢x = . (8)

2W X

On (0, T), n(t) can be approximated by the number of
sampling points of 2TW:

n(t) = 2§V a; sin [c2Wt—i)],0<t<T. 9)

i=t

Therefore, its energy on (0, T) can be expressed as [21]

T 2TW
J n*(t)dt = (112W) Z a. (10)

Similarly, for signal x(t), there is:

x(t) = zi/voci sin [c(2Wt—-1)],0<t< T (11)

i=t
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F1GURE 1: Block diagram of the energy detector.

Among them,

r{) w

Therefore, the energy of x(¢f) on (0,T) can be
expressed as

T 2TW
J KA(t)dt = (12W) Z a?. (13)

b, = a,/\/2WN,, and under hypothesis H,, the test sta-
tistic V' can be expressed as

1 T 2WT
Ver| ROd= Y B 09
i=1

B;=a;/\/2WN,, and under hypothesis H, the test sta-
tistic V' can be expressed as

2TW

V= Z (bi+ﬁi)2NX§TW(Y)' (15)

i=1

In summary, in the energy detection algorithm, the
detection statistic V' has the following distribution:

2

b H bl

V~ { X;TW 0 (16)
Xorw(v), Hi.

In the above formula, 3., is the central chi-square
distribution of the degree of freedom 2TW, and %, (y)
is the noncentral chi-square distribution of the degree of
freedom 2TW and the noncentral parameter y, where y
represents the instantaneous signal-to-noise ratio.

Then, the probability density function of the detection
statistics is

fv(v)~

(17)

Among them, TW represents the product of the obser-
vation time and the bandwidth of the frequency band, also
known as the product of the time bandwidth, and u=TW,
u takes an integer. I'(e) is a complete Gamma function,
and I, (e) is a Bessel function of order v of the first kind.

For a given threshold V', the false alarm probability pris

Pf:P{V>V/T|H0}:P{X§TW>VT}~ (18)

Similarly, the detection probability p, is

pa=P{V>viit}=p{idr ) > Vi) (19)

Because energy detection belongs to blind inspection, the
blind inspection here means that there is no need to know
the signal modulation method, power, and other characteris-
tic information, so the threshold value of the algorithm deci-
sion cannot be obtained according to the inspection
probability, and the threshold value of the algorithm deci-
sion can only be determined by the false alarm probability.
The decision threshold can be set as

A=8x0:(N). (20)

In the formula, 82 is the noise power and N is the sam-
pling point. X;Z;f(N) is the upper quantile function of the

standard chi-square distribution. If the judgment is based
on the above formula, the judgment process is complicated
and not suitable for practical research. The number of sig-
nal points N collected in practical research is relatively
large, and the above-mentioned random statistics can be
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approximated to a normal distribution through the central
limit theorem.

N(NS;,2N8,), H,,

V- 21
N(N(8; +87).2N(5,+82)°), Hy. 2

N
actual detection does not require the actual signal to obey

the Gaussian distribution; only the characteristics of Gauss-
ian white noise are used.

According to the analysis of the energy detection
method, when the collected signal does not have the main
user signal, the statistics obey the y? distribution. When
the main user of the collected signal is in the working state,
the inspection quantity obeys the noncentral y* distribution.
Therefore, we draw the probability density curve of the sta-
tistics according to the formula (17), as shown in Figure 2.

In the formula, 87 is the power of Gaussian signal. The
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The simulation result shown in Figure 2 shows that the
signal-to-noise ratio and the probability density curve are
inevitable. When the signal-to-noise ratio is larger, the H,
probability density curve deviates from the H,, probability
density curve. Therefore, the greater the signal-to-noise
ratio, the greater the degree of distinction between the signal
and the noise, the easier it is to check the existence of the sig-
nal, and the lower the error-prone rate. Next, this article
conducts simulation experiments on the impact factors,
respectively. Figure 3 shows a simulation diagram of the
influence of signal-to-noise ratio on the perception algo-
rithm. In the algorithm simulation, the main user signal is
in the v channel, the bandwidth is 5*10* Hz, the sampling
frequency is 2 * 5 * 10* Hz, the sampling point is 100, and
the number of repetitions is 5000. Three different signal-
to-noise ratio values are selected in the detection simulation
model to obtain three corresponding ROC curves.
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As shown in the simulation diagram shown in Figure 3,
it can be concluded that in the sensing process, the detection
probability P, cannot be made low, which will affect the nor-
mal communication of the main user. Moreover, the proba-
bility of false alarms cannot be increased too high, resulting
in low voice usage.

Figure 4 shows a simulation diagram of the impact of the
number of sampling points on the accuracy of the percep-
tion algorithm. In the algorithm simulation, the main user
signal is set in the AWGN channel, the bandwidth is 5
10* Hz, the sampling frequency is 2 = 5 * 10 Hz, and the
number of repetitions is 5000. The experiment uses 3 differ-
ent sampling points for simulation and obtains different
experimental curves.

The simulation results shown in Figure 4 can be con-
cluded that when the signal-to-noise ratio of the received
signal is lower than -15db, the credibility of the algorithm
is basically lost. Moreover, the increase in the number of
sampling points cannot play a significant role, which shows
that the signal-to-noise ratio plays a decisive role at this
stage. By comparing the curves of three different sampling
points, it is found that under the same signal-to-noise ratio,
the number of sampling points is proportional to the detec-
tion performance.

Figure 5 shows a simulation diagram of the effect of false
alarm probability on the accuracy of the perception algo-
rithm. In the simulation process, the authorized user signal
is set under the AWGN channel, the bandwidth is 5 * 10*
Hz, the sampling frequency is 2 * 5 * 10* Hz, the sampling
point is 100, and the number of repetitions is 5000. In this
paper, three different false alarm probabilities are selected
for experimental comparison, and different experimental
curves are obtained.

As can be seen from the simulation results shown in
Figure 5, in the three simulation curves, under the same
signal-to-noise ratio, the greater the false alarm probability
(decision threshold), the higher the accuracy of the algorithm.

If the cognitive user can obtain the characteristic quan-
tity of the main user, the matched filter algorithm has the
best perception performance. The matched filter algorithm
must obtain a priori information of the authorized signal
before detection and generate a similar signal for compar-
ison based on its characteristics. Moreover, it matches the
signal obtained by the cognitive user with similar signals
to determine whether the main user is working normally,
that is, whether the frequency band is in working state,
as shown in Figure 6.

We use the detection model shown in Figure 6 and set
n(t) to be additive white Gaussian noise (AWGN) with a
mean value of 0 and a variance of 8°. As shown in
Figure 6, the characteristic quantity of the main user signal

has been given, and the received signal r(n) is multiplied
by x(n) for accumulation operation, and the statistic is
expressed as

T= Z x(n)r(n). (22)

In the formula, T is the output of the perception algo-
rithm. N is the length of the collected data. Because the set
signal obeys the Gaussian distribution, the statistic T of the
matched filter algorithm also obeys the Gaussian.

N(0.0%), H,,
T= (0%), Ho (23)
N(e.o’), H,.
P, and P are
A-¢
Nz
ole (24)

Pf:P(T>/\|HO):Q<\/iTg).

In the formula, Q is the Marcum function Q, which is
defined as follows:

00 (x2 + az)

Q(a,b)zJ tly(at) exp {— 5 }dx, (25)

t

where I, is the modified 0-order Bessel function.

The determination of the threshold is similar to the
energy detection algorithm. Figure 7 shows the simulation
experiment, the signal is in the AWGN channel, the band-
width is 5 * 10* Hz, the sampling frequency is 2 * 5 x 10*
Hz, the sampling point is 100, and the number of repeti-
tions is 5000.

According to the simulation curve shown in Figure 7, the
following can be obtained: for the three curves, under the
same false alarm probability condition, the signal-to-noise
ratio is proportional to the algorithm performance. For the
same curve, the false alarm probability is also proportional
to the accuracy of the algorithm.

The realization process of cyclostationary feature detec-
tion is shown in Figure 8.
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We assume that x(t) has a cyclostationary characteristic
with a period of T, so the following formula is satisfied

m, = E[x(t)] = my(t + T),
R.(t,7) = E{x(t +7/2)"x"(t = 7/2)} =R (t + Ty, 7).
(26)

R, (t,7) is transformed into a Fourier series.
R(7) = Y RE(x)e"™. (27)
«

R (t,7) is the Fourier series coefficient, so (27) is trans-
formed into

R (1) = TLOJT R, (t,7)e ™ dt. (28)

In the above formula, R¥(7) is called the cyclic autocor-
relation function (CAF). Then, the CAF function is Fourier
transformed, so

wﬁﬁmwmwwﬂ (29)
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FIGURE 9: The cycle spectrum of BPSK signal plus noise.
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FiGure 10: Noise cycle spectrum.

S%(f) is the cyclostationary spectrum density function
(CSD) of the signal.

() a = 0, the signal does not exist,
. [H(f)[PSA(f) + Sa(f)s a =0, signal presence,
SU)= 0, a # 0, the signal does not exist,

H(f+ 5)H- (- 5)s:00).

a # 0, signal presence.

(30)

It can be obtained from the above formula that when
there is only noise in the system, at Va # 0, the cyclic spectral
density is zero, that is, R}(7) =0, S3(f) = 0. When there are
periodic signals in the system, at Va # 0, the cyclostationary
spectrum density is not zero, that is, R(7) # 0 and S{(f) #0.
According to this characteristic, we can distinguish the sig-
nal and noise by the value of the cyclic spectral density. Since
in the real system, the signal sequence is not infinitely long,
and there must be truncation, which causes the noise to have
a certain value at the cycle a,(a, # 0) frequency S%(f). That
is, the CAF function R§(7) and CSD function calculated by
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noise will not be completely 0, but most of the noise has
been filtered out at this time.

Cyclostationary algorithm has its own unique advan-
tages for speech perception, but due to the large amount
of calculation, it needs to be optimized. Aiming at the char-
acteristics of cyclostationary spectrum, this article mainly
studies the optimization algorithm for FFT accumulation
algorithm (FAM algorithm).

The FAM algorithm can quickly estimate the cyclosta-
tionary spectrum of the communication modulation signal,
and its expression is as follows:

a+qAa
SxT

(n,fj) o ZXT(rL,fk)X;(rL,fI)gc(n - r)e—jznqr/p.
(31)

Among them, g=-P/2,---,P/2—1,L is the decimation
factor, P is the number of columns of the channel matrix, LP
=N$,8f, =k(f,/N'),k=-N"/2,---,N'/2 1, the frequency
coordinate is f;=(f,+f)/2=((k+ N/2)(f/N'), and the
cyclic frequency coordinate is a; = f, — f; = (k—1)(f /N").

Principle of FAM algorithm: the algorithm starts to
extract the signal into P segments, and then performs N
-point Hamming windows on the P-segment signal to
reduce the influence of noise on the signal, and then per-
forms the first N' point FFT. Then, in order to obtain the
baseband signal, the operation of the twiddle factor exp (—j
27kLI/N") is required. Finally, the obtained baseband signal
is subjected to conjugate operation, and the second P-point
FFT is performed, and finally, the cyclic spectral density of
the signal is obtained.
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Next, we analyze the BPSK signal recognition of cyclos-
tationary. For the BPSK signal, since it is a cyclostationary
signal, the verification method is also briefly explained
above, so I will not elaborate on it here. Therefore, it will
have an impact at the nonzero cycle frequency «,, and dis-
tinguish between BPSK signal and noise by checking
whether there is an impact at a special cycle frequency point.
According to relevant conclusions in the literature, the BPSK
signal cyclostationary spectrum has an impact signal at the
cycle frequency «=kf, and a==+2f +kf,. According to
the relevant conclusions in the literature, the BPSK signal
cycle spectrum has an impact signal at the cycle frequency
and place. Therefore, it is possible to find the cycle frequency
point «; that maximizes |[R$(z,)| or |S¥(f)| except for the
cycle frequency « = 0, that is, «; = 2f .. Finally, the carrier fre-
quency f .= a;/2 of the BPSK signal is obtained.

Figure 9 shows the cycle spectrum of the BPSK signal
plus noise. The BPSK carrier frequency is generated by
MATLAB, the sampling rate is 5000 Hz, and the number
of sampling points is 4096. This simulation diagram can
clearly get the carrier frequency F.=a;/2 =10000/2 = 5000
Hz of the BPSK signal.

Figure 10 shows that MATLAB produces the same num-
ber of noise as above. It can be concluded from the simula-
tion diagram that although the signal sequence is not
infinite, the absolute value of CSD is not equal to 0 when
0, but it does not have the characteristic of impact on the
carrier frequency when the BPSK signal is 0. Therefore,
according to this characteristic, BPSK signals can be identi-
fied in a noisy environment.

4. Oral English Learning Model Based on
Intelligent Speech Analysis

In this paper, the intelligent speech analysis algorithm is
researched, and the corresponding experiments are com-
bined to verify the effectiveness of the algorithm. On this
basis, the spoken English learning model is constructed.
The oral learning model is shown in Figure 11.

The system mainly includes 5 modules: speech recog-
nizer, semantic decoder, dialogue manager, natural lan-
guage generator, and speech synthesizer. The hardware
structure of the spoken English learning model is shown
in Figure 12.

Human-computer interaction can realize information
exchange between humans and computers and can effec-
tively improve user experience. This system is based on C
++ language to create business logic components and imple-
ment practice strategies. The system software is developed
under the Windows 10 operating system environment,
and the database server and application server are deployed
at the same time. In order to clearly describe the learning
history of students, the data grid control is integrated in
the system, which uses two-way binding to record events
during the exercise. On this basis, it is necessary to create
a complete configurable back-end service system, so the
software design of the system should give priority to the
adaptive training of practice strategies. After completing

TaBLE 1: English speech analysis effect based on intelligent speech
analysis.

Number jf;;cslgs Number jg;;csl;s Number jg;e;jgs
1 87.11 22 87.08 43 87.86
2 89.92 23 92.07 44 87.07
3 90.21 24 89.96 45 88.14
4 90.02 25 87.86 46 90.21
5 90.35 26 88.81 47 92.72
6 87.30 27 89.76 48 87.47
7 87.85 28 89.69 49 90.76
8 92.51 29 91.78 50 87.69
9 89.87 30 88.76 51 87.32
10 88.89 31 90.04 52 87.36
11 91.68 32 87.72 53 88.58
12 91.59 33 89.36 54 89.41
13 89.41 34 91.00 55 91.68
14 91.72 35 88.69 56 91.24
15 87.01 36 92.38 57 93.09
16 87.29 37 88.45 58 87.60
17 88.58 38 87.50 59 89.16
18 92.11 39 87.56 60 89.13
19 88.15 40 90.08 61 89.84
20 90.42 41 87.41 62 93.15
21 93.24 42 92.28 63 93.88
96 -
94 -
W 92 1
% 90
‘g 88 -
‘% 86 4
84
82
TrPZRS8ARBILIRBT

Number

Speech analysis

FIGURE 13: Statistics on the effect of English speech analysis.

the formulation of the practice strategy, the system should
provide targeted oral training projects based on the stu-
dents’ ability to effectively improve the students’ oral
expression skills.

After constructing the system model of this article, the
effect of the model of this article is verified, and the effect
of English speech analysis and spoken English learning
effect of the model of this article is counted. The statistical
effect of English speech analysis is shown in Table 1 and
Figure 13.
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TaBLE 2: Evaluation of the effect of spoken English learning.

Number Ore?l Number Orgl Number Or"?l
learning learning learning
1 87.11 22 87.08 43 87.86
2 89.92 23 92.07 44 87.07
3 90.21 24 89.96 45 88.14
4 90.02 25 87.86 46 90.21
5 90.35 26 88.81 47 92.72
6 87.30 27 89.76 48 87.47
7 87.85 28 89.69 49 90.76
8 92.51 29 91.78 50 87.69
9 89.87 30 88.76 51 87.32
10 88.89 31 90.04 52 87.36
11 91.68 32 87.72 53 88.58
12 91.59 33 89.36 54 89.41
13 89.41 34 91.00 55 91.68
14 91.72 35 88.69 56 91.24
15 87.01 36 92.38 57 93.09
16 87.29 37 88.45 58 87.60
17 88.58 38 87.50 59 89.16
18 92.11 39 87.56 60 89.13
19 88.15 40 90.08 61 89.84
20 90.42 41 87.41 62 93.15
21 93.24 42 92.28 63 93.88
96 -
94
92 4
o0
g
E 90
8
= 88
o
86 -
84 -
82
A T T N S T S e T ¥ o B A N SR T S e B Y A B W o0 B S )
lon i B o\ NN o\ BN o INNS S NN S TR AR AR U FO B F B Xe

Number

Oral learning

FIGURE 14: Statistics of learning effect.

It can be seen from the above research that the intelligent
speech analysis model proposed in this paper can play a cer-
tain effect in English speech analysis. On this basis, the effect
of the spoken English learning model based on intelligent
speech analysis is evaluated, and the results shown in
Table 2 and Figure 14 are obtained.

From the above research, it can be seen that the spoken
English learning model based on intelligent speech analysis
proposed in this paper can effectively improve the effect of
spoken English learning.

Mobile Information Systems

5. Conclusion

The intelligibility of spoken English focuses on the level of
comprehension and recognition of spoken English. The
objective experimental evaluation method of spoken English
is easy to operate and convenient, but it has obvious short-
comings. The evaluation result can only be infinitely close
to people’s subjective perception of spoken English, rather
than a realistic reflection of subjective perception character-
istics. The objective evaluation of spoken English is related
to linguistics and digital signal processing and is closely
related to physiology, psychology, and dialect characteristics.
Generally speaking, in recent years, scientific research and
technical personnel have been searching for an objective
evaluation method that can quickly and accurately reflect
the quality and intelligibility of spoken English through
experiments. Most of these methods use the time domain
amplitude, frequency domain amplitude, and transform
domain of the spoken English signal as evaluation criteria
and rarely involve other factors that affect the quality and
intelligibility of spoken English, such as sound, intonation,
and grammar. This article combines intelligent speech anal-
ysis to study the spoken English learning model, constructs
an intelligent model, and designs experiments to verify the
effect of the intelligent speech model. The research results
show that the spoken English learning model based on intel-
ligent speech analysis proposed in this paper can effectively
improve the effect of spoken English learning.
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are available from the corresponding author upon request.
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