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Knowledge graph, as a structured semantic knowledge base, has become an essential foundation for artificial intelligence ap-
plications with its flexible composition structure and rich semantic representation capability. This paper combines the knowledge
graph embedding scoring algorithm with the link scoring algorithm to effectively solve the problem of missing answers in the
current knowledge graph embedding question and answer method. This method constructs a query link while searching for the
best answer and gives the answer set through the query, which effectively alleviates the omission of answers in the existing
methods. The experimental results show that the F1 score of the English teaching test system on the data set is 86.85%, where the
answer selection method weakly relies on a priori information such as predicates in the test data and can be trained on a test pair
data set without human intervention, with good generalization performance.

1. Introduction

With the proliferation of information resources on the in-
ternet, traditional search engines are difficult to meet users’
needs for accurate information search, both efficiency and
accuracy. Therefore, question and answer systems have been
proposed and developed rapidly, and their applications in
artificial intelligence, natural language processing, and in-
formation retrieval have obtained better results, which is a
research hotspot with greater development prospects at
present [1]. Knowledge-Based Question Answering (KBQA)
is an important component among the question and answer
systems.

In recent years, intelligent question answering has made
great development. Many intelligent question answering
systems have entered people’s life and brought great con-
venience to people [2]. Siri, an intelligent voice assistant
developed by Apple, can not only answer questions intel-
ligently but also control the voice of mobile phones. After
that, major companies also launched their own voice as-
sistant or question and answer system. For example,
Microsoft developed a voice assistant on Windows,
Microsoft Xiaona Cortana, Baidu launched its own artificial

intelligence assistant Xiaodu, and chat robot Xiaobing de-
veloped by Tencent[3]. According to the source of data,
intelligent Q&A can be divided into three categories: (1)
knowledge-based Q&A, also known as knowledge map
Q&A, that is, to retrieve answers directly from the con-
structed structured knowledge base [4]. (2) Text based Q&A,
also known as machine reading comprehension (MRC)
Q&A, each question corresponds to several unstructured
text data, and the answers are retrieved and extracted from
the text data [5]. (3) Based on community Q&A, the Q&A
pairs generated by users constitute the data of community
Q&A, such as Baidu know, Sogou Q&A, Zhihu, and other
forums [6]. With the development of knowledge Atlas,
knowledge Atlas Q&A has more and more important
practical significance.

The development of knowledge Atlas question answering
system is closely related to the development of knowledge
Atlas. Knowledge map was originally designed to improve
the performance of the search engine and improve users’
search quality and search experience [7]. At present, the
widely used storage framework of knowledge map is re-
source description framework (RDF), which is generally
represented by SP (subject predicate object) triplet, that is,
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“subject predicate object” [8]. Among them, “subject” is
generally entity, “predicate” is generally relationship or at-
tribute, and “object” is generally entity or attribute value. The
whole triplet represents the information between entities
and their own attributes [9]. At present, the mainstream
knowledge graph question answering methods are divided
into two categories: semantic analysis method and infor-
mation retrieval method.

The first is based on semantic parsing. In the early days,
such methods used dictionaries, rules, and machine learning
to directly analyze entities, relationships, and logical com-
binations from problems. However, this kind of method
requires researchers to understand the relevant knowledge
of linguistics and a large amount of annotation data. It is not
easy to expand to the large-scale open domain knowledge
graph question and answer task, and the generalization
ability is not strong [10]. With the application of deep
learning in NLP field, the combination of various neural
network models and semantic parsing strategies has become
the mainstream of semantic parsing methods [11]. Literature
[12] introduces the graph information for semantic analysis
and proposes a stage query graph generation method. This
idea is also widely used in other semantic analysis generation
processes. There is also a semantic analysis method based on
encoder decoder. Literature [13] uses sequence to sequence
model to translate the problem into multiple relational
sequences. Reference [14] proposes to use the atomic op-
eration of state transition to improve the result of problem
semantic analysis. Semantic parsing based methods usually
use classification models to predict relationships. However,
because the knowledge graph contains hundreds of thou-
sands of relationships, the training set is difficult to cover
such large-scale relationships, so the semantic parsing based
methods are limited in the question answering of the
knowledge graph.

The second type is the method based on information
retrieval. This kind of method first obtains several candidate
entities according to the question, extracts the relationship
connected with the candidate entities from the knowledge
graph as the candidate query path, and then uses the text
matching model to select the candidate query path with the
highest similarity to the question to retrieve the answer. In
the early stage, it was mainly based on the method of feature
engineering. Literature [15] first analyzed the questions and
extracted the candidate answers, and then generated the
combined ranking of question features and candidate an-
swer features. This method needs to customize the con-
struction features and has a poor processing effect on
complex problems. In recent years, representation based
learning methods have been proposed and achieved good
performance. Representation learning is to graph the can-
didate entities in the problem and knowledge graph to a
unified semantic space for comparison. Literature [16] uses
multi column convolution network to represent the se-
mantic information of different aspects of the answer. Lit-
erature [17] proposed a translation distance model, Transe,
to learn the translation invariance of entities and relations in
low dimensional space and proved the effectiveness of
embedding human in the knowledge graph on some related
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problems. Literature [18] proposed a rescal semantic scoring
model, which models the latent semantics of triple facts and
completes the embedded representation of the knowledge
graph from the perspective of semantics. The method of
information retrieval transforms the complex semantic
analysis problem into a large-scale learnable problem. It
focuses on calculating the similarity between the problem
and the candidate relationship and has better generalization
ability in relationship selection. In addition, there are also
some new methods, such as complex problem decomposi-
tion, the combination of neural computing and symbolic
reasoning, the use of memory network to realize question
answering, and so on.

The current mainstream knowledge graph-based Q&A
methods only use a single scoring mechanism to score and
rank the candidate entities and then output the single entity
with the highest score as the answer, which may lead to
missing answers when facing multiple answer entities. Al-
though such methods can utilize the semantic information
learned during knowledge graph embedding, they do not
explicitly construct knowledge graph queries. In this paper,
we propose an improved multi-hop ELT knowledge test
method based on the knowledge graph embedding, which
introduces a relational link scoring mechanism in the answer
scoring part and outputs all candidate entities on the same
relational link when the best answer entity is obtained; thus,
effectively solving the answer omission problem and im-
proving the robustness of the knowledge graph embedding
test method. In the question embedding model, this paper
improves the embedding of sentence vectors for the ELT
knowledge test domain so that the model can better un-
derstand the English semantics.

2. Methodology

2.1. English Teaching Knowledge Graph Question Answering
Method. Common knowledge graph testing tasks are clas-
sified into single-hop questions and multi-hop questions.
Single-hop questions apply a single fact from the knowledge
base to an answer. Multi-hop questions require two or more
facts to be used together as the basis for an answer. Figure 1
shows the difference between these questions. Some current
research methods have achieved high accuracy in answering
single-hop questions, but there are still many difficulties and
challenges in answering multi-hop questions [19], which are
as follows: (1) Since multi-hop questions have higher se-
mantic complexity compared to single-hop questions, it is
difficult for the model to accurately separate multiple se-
mantic relations from the question sentences. (2) The real
knowledge graph is sparse and often misses. For example, in
problem 3 in Figure 1, if the relationship between (Lu Xun,
Chinese name, Zhou Shuren) and if the relationship link of
the entity (Lu Xun, Chinese name, Zhou Shuren) is missing
in the knowledge base, it is difficult to search for the true
answer by the existing methods. Some current knowledge
graph embedding methods can effectively capture the po-
tential semantic relations in the knowledge base and have
better prediction ability for the missing links. Thus, this
paper proposes a multi-hop ELT knowledge question and
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Ficure 1: Examples of single-hop and multi-hop knowledge question answering.

answer method with the knowledge graph embedding model
as the main body.

In this paper, a knowledge graph is defined as, given a
set of entities E and a set of relations R, a knowledge graph
Z A can be represented as a set of triples, i.e., ZACE X R x E.
For any triple n in ZA, it can be represented as an ordered
pair (b, r,n), where b,n € Eandr € R, usually called b as the
head entity and # as the tail entity. On this basis, the task is
defined as the known knowledge graph ZACE xR x E.
Given a natural language question v,, the central entity of
the question is b, where b € E. The role of the question and
answer method is to give the set of answer entities G,CE,
for which Vg € G, is a reasonable answer entity for the
question v,.

The overall process can be divided into two parts as
shown in Figure 2, which are the answer scoring part based
on knowledge graph embedding and the link scoring and
answer filtering part. The process steps of the multi-hop ELT
knowledge test method based on knowledge graph em-
bedding are as follows.

(1) For the infant question v and its head entity b,, €, is
obtained by querying the embedding vector table
obtained by pre-training.

(2) The embedding vector m,, of question v is computed
by the sentence vector embedding model.

(3) Compute the knowledge graph embedding score for
all candidate answers g , the formula is as follows:

S¢(9:b,7) = Re(<m, e4.,2,)), )

where e, can be obtained by querying the embedding
vector table.

(4) For the further narrowed candidate answer g, the
link score is calculated as shown in formula:

Se(R e, v) )

(5) Select the best answer entity by matching the score,
the formula is as follows:

Ghbest = ALg mgax Sg (g’ bv’ ‘V) + /3 X SR<R (bv,g)’ V)’ (3)

(6) The query link is constructed based on gy, and the
answer set G is obtained, and the following query
methods are available according to whether b, and
Grest are connected.

(@) When b, and g are
G = SPARQL(b, Ry, 4, )-
(b) When b, and gy, are not connected, G = {gpq}-

connected,

(7) Return the set G as the result of the method
calculation.

2.2. Knowledge Graph Embedding. A typical approach is
divided into two parts. One defines the representation of
entities and relations in the vector space (usually R¢ or CY),
and the other is to give the scoring function f . (b,7,1) of
a triple under this representation. The main role of the
scoring function is to evaluate the rationality of the triple. In
this premise, embedding models can be classified into dis-
tance transfer models and semantic scoring models
according to the type of scoring functions. The former treats
the plausibility of facts as the distance between vectors, while
the latter evaluates the potential semantic relationships
between entities.

In the knowledge graph embedding-based answer
scoring, the scoring process is considered as a link prediction
problem. It is hoped that the question-answer rationality
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FIGURE 2: Overall process of multi-hop Chinese knowledge graph question answering.

evaluation can be combined with the triadic scoring in the
embedding model by using the question embedding module
to learn the semantics of the multi-hop relations contained
in the question sentences. Literature [20] shows that the
ComplEx method has excellent modeling capability for
complex latent semantic relations, and the time complexity
of the model pre-training algorithm is low. Therefore, the
ComplEx embedding method is chosen in this paper.

2.2.1. ComplEx Embedding Method. The ComplEx embed-
ding method extends the semantic embedding in the real
space to the imaginary space, given a head entity with a tail
entity b, n € E and a relation r € R. ComplEx learns the
vector representation e, e, m, € C4in the imaginary space
based on the scoring function. In the embedding model, all
triples considered reasonable have @ (r,s,n) >0, all triples
considered unreasonable have @ (r, s,n) <0, and satisfies

d
®(r,s,n) = Re(m,,e,,¢€,) = Re Z M, s | (4)

x=1

where Re denotes the real part of the element and €, denotes
the conjugate vector of €,,. This property allows the head and
tail entity to get different fractional values when exchanging
positions. Therefore, ComplEx can learn asymmetric rela-
tions, which is also more consistent with the nature of re-
lations between entities in real knowledge graphs, making
the embedding model more expressive in question and
answer tasks.

2.3. Answer Scoring based on the Knowledge Graph
Embedding. The answer selection module is dominated by
the scoring of answers based on the knowledge graph em-
bedding. In this paper, we use an improved question em-
bedding model to obtain the sentence vector m, and
combine the embedding vectors ¢, and e, of related entities
to obtain the answer scoring of this part by the scoring

function, which is improved from the scoring function based
on the ComplEx method.

2.3.1. Question Embedding. The main task of the question
embedding module is to embed a question sentence v
composed of natural language into a complex space to obtain
a sentence vector m,, € CY. In some ELT question and answer
methods, the typical way to obtain the sentence vector is to
fine-tune it for the downstream task based on the BERT pre-
trained language model units. In this paper, the pre-trained
language model is used to process the interrogative sen-
tences, and the model incorporates N — gram vocabulary for
representation enhancement, which preserves the semantic
information of the sentences to a greater extent. The overall
structure of the question embedding model is shown in
Figure 3.

As seen in Figure 3, the network uses the ZEN model to
embed the problem v into a 768-dimensional vector, which
then passes through four fully connected layers and finally
maps into the complex space C?. The learning is based on
using the semantic scoring function in ComplEx. The
composite semantic representation of multi-hop relations is
obtained by approximating the relational vector m, with the
sentence vector m,. Given a question v and its head entity b,,
with a reference answer set C,. The network learns based on
the criteria defined in formula (5), and the loss function is
the cross-entropy loss function.

Re((mv,ebv,ég>) >0, VgeC,
- (5)
Re<<mv,ehv, Eg)) <0, VgeC,.

2.3.2. Scoring Function. When performing answer infer-
ence, the sentence vector w, is obtained by question em-
bedding, and the embedding vectors e, and e, of the head
entity and candidate answer entities are known, the model
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can calculate the answer score S, (g, b,,, v) for each candidate
answer, which is calculated as follows:

d
S;(9:b,,v) = Re((mv, ey, eg)) = Re< Z mvxebvegx) (6)
x=1
The answer scoring function in formula (6) is formally
consistent with the triadic scoring function, which is the
main reason why the model can make full use of the un-
supervised information in the knowledge graph embedding.
In order to reduce the range of candidate answers, a scoring
threshold S,;, can be given, and only the answers with scores
above the threshold are selected as the set of candidate
answers for link scoring.

2.4. Link Scoring and Answer Filtering. Unlike the query
construction method, the answers obtained by the knowl-
edge graph-based embedding method do not depend on the
query path. The advantage of this method is that it has link
prediction capability for sparse knowledge graphs, and can
achieve a high score for the correct answer even if the query
path is missing, but the disadvantage is that the robustness of
the model is poor. This disadvantage is mainly reflected in
the following two aspects.

(1) One of the advantages of knowledge graph Q&A is
that the relational paths in the knowledge graph have
higher credibility and interpretability, and simply
using the knowledge graph embedding for answer
scoring will weaken this advantage.

(2) The real answer set usually consists of multiple
entities on the same query link, and it is difficult to
obtain an accurate answer set by scoring with
knowledge graph embedding.

To overcome these drawbacks, this paper introduces a
link scoring mechanism based on knowledge graph em-
bedding scoring to enhance the method’s robustness.

2.4.1. Link Scoring. The query link R, ;) between the head
entity b, of question v and the answer entity g consists of a
sequence of relations (r;,7,,...,r,). To measure the rele-
vance between the relations and the question. In this paper,
we construct a metric score S, (7, v) for network learning
relevance based on formula (7), and use it to give a link score

SR (R(bwg)’ V).
S, (rev) = G(Re(mfi) . ZEN(V)), (7)

where m,_is the relationship vector in the knowledge graph
embedding, ZEN(:) is the English pre-trained language
model, and o(-) is the activation function, which is the
Sigmoid function in this paper. Thus, different link scoring
functions can be given for the two other cases of whether the
head entity b, and the answer entity g are connected or not.

When there is an optimal connected link R;, ., the link
scoring function is as follows:

SR<R(bwg),v>: Y S(rov). (8)

7R (0a)



When there is no connected link, the link scoring
function is as follows:

SR(R(h‘,,g)’V> = argmax S, (r,, ), 9)

<€4,

where ¢, is the set of relations of single-hop reachable
answer entities g. The meaning of formula (8) gives a
complementary scoring term to the answer entities that may
have missing links, which is used to eliminate the bias, and
the term can be set to 0 when the knowledge graph is dense.

2.4.2. Answer Filtering. To deal with the case of multiple
answer entities, the same link query mechanism is used in
the answer filtering. The formula is as follows:

Ybest = Argmax Sg (g’ b,, V) +px SR<R (byg) V)' (10)
9

Firstly, the answer entities are scored based on the
knowledge graph embedding score and link score, and the
best answer entity is given after ranking, where  is a
hyperparameter.

When the optimal link R, , , exists, the answer set G is
as follows:

G = SPARQL(B.R (s, ) ) (11)

where SPARQL (b, R) denotes the set of entities obtained
from one graph database query based on the head entity b
through the relational sequence R. When there is no con-
nected link, the answer set G is as follows:

G ={gbest}' (12)

The answer set G is obtained for a given question v and
head entity b,.

3. Result Analysis and Discussion

3.1. Experimental Data Set and Environment. 'This paper uses
the knowledge base and question and answer pair data
published by the DBpedia Neural Question Answering data
set and selects 15050 training question and answer pairs and
9360 test question and answer pairs. In order to make the
evaluation results more objective, the training Q&A pair is
turther randomly divided into training set and development
set, and the test Q&A pair is used as the test set. The data set
division is shown in Table 1.

The experiments are run on a computer with Interl5-
4590 CPU and 12GB RAM, Nvidia GTX1080Ti graphics
card with 11 GB video memory, CUDA10.0 and Tensor-
flowl.14 deep learning framework, 64-bit Windows 10
operating system, and Mysql5.6.46 for knowledge base data
storage and retrieval using Mysql5.6.46.

3.2. Analysis of Named Entity Recognition Results. The
training process iterates 8122 times in total, and Adam
optimizer with weight attenuation is used to optimize the
loss function. After completing the training on the training
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TaBLE 1: Division of data set.

Name Number
Training set 13000
Development set 2050
Test set 9360

set, test the performance of the model on the training set,
development set, and test set, respectively. The results are
shown in Figure 4. Due to the size of the corpus, there is a
slight overfitting phenomenon in the test results, which is
basically accurate on the training set and has some errors on
the development and test sets, and the overall performance is
good.

3.3. Analysis of Answer Matching Results. To train the answer
matching network model, we need to create the answer
matching data set based on the existing question-answer
pairs. Creating negative samples is similar to that of Q&A.
The named entity is used as the keyword to search the
knowledge base to get the set of answers related to the entity,
and the nouns that are not the answer to the question are
connected to the question in the same way. For entities with
only one triad in the knowledge base, five answers are
randomly selected as negative samples from the triads with
other entities as keywords and added to the data set to
obtain. The size of the answer matching data set is shown in
Table 2.

The training set data are fed into the answer matching
network for training. Since the feature extraction part of the
network also uses BERT, the hyperparameter selection is
consistent with the named entity recognition except for the
absence of LSTM. The optimizer for model training also used
Adam with weight decay, and the network was iterated
12120 times. Since the similarity score is a value between 0
and 1, which cannot be exactly equal to the label, the output
of the network is modified as a category when calculating the
test metrics, i.e., it is treated as a dichotomous problem and
can only output “0” or “1.” In addition to the accuracy, AUC
is also an important performance index when calculating the
performance index. It can more objectively measure the
classification effect of the model on the answer matching
data set. The test results of the answer matching model on
the training set, development set, and test set are shown in
Table 3. Due to the limited size of the data, the performance
of the model in the development and test sets is poor but the
AUC values are above 86%, which guarantees the quality of
the final automatic test.

3.4. Analysis of Hyperparameter Selection Results. After
completing the training of named entity recognition and
answer matching model, the knowledge base Q & A can be
carried out. When the super parameter selection mechanism
is not added, the answer with the highest super parameter
score in the triplet set containing entities in the knowledge
base is directly selected as the output, and the Q & A results
are shown in Table 4. Since there is only one standard answer
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TABLE 2: Data set size of answer matching.

Data set Number of positive samples Number of negative samples Total number
Training set 13000 64225 77225
Development set 2050 31866 33916
Test set 9360 40452 49812
TaBLE 3: Test results of answer matching %. TaBLE 4: Question answering results without threshold selection
hanism %.
Data set Accuracy AUC fechamsm 7
Training set 99.44 98.63 Data set F1 score
Development set 96.47 87.58 Training set 95.23
Test set 92.56 86.25 Development set 87.71
Test set 86.73

and one predicted answer and the scores are the same, only
F1 scores are listed.

By recording the incorrectly answered questions and
observing their hyperparameters. It was found that in ad-
dition to the noise in the data set itself, the hyperparameters
among the top few of the more ambiguous answers were
mainly around 0.1 to 0.9. In order to determine the best
super parameters under the data set in this paper, select five
super parameters of 0.1, 0.3, 0.5, 0.7, and 0.9, respectively,
and call the super parameter selection mechanism on the
development set for testing as shown in Table 5.

From the results of hyperparameter selection, we can see
that the precision rate gradually becomes smaller and the
recall rate gradually becomes larger as the selected

TaBLE 5: Question answering results of development set with
different similarity thresholds %.

B value Precision Recall F1 score
0.1 83.89 91.21 87.37
0.3 84.26 91.12 87.52
0.5 85.62 90.91 88.20
0.7 85.85 90.11 87.89
09 86.39 89.64 87.89

hyperparameter decreases, which is the inevitable result of
more alternative answers. When the hyperparameter is 0.5,
the F1 score of the test on the development set is the highest.
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When the hyperparameter decreases further, the precision
rate decreases more due to the number of selected answers,
so the F1 score decreases as well.

3.5. Comparison of Automatic Test Results. Through the
experimental results of hyperparameter selection, 0.5 was
selected as the f3 value of the knowledge base test in this
paper, and it was applied to the final ELT test system as
shown in Figure 5. Both the training and development sets
are derived from the training set of the original test pairs of
DBpedia Neural Question Answering task and the score of
test set F1 is used in the public evaluation index.

In this paper, the English teaching test system uses
hyperparameter selection as an optional switch in practical
applications. In many application scenarios where the test
task requires a single answer to be returned, the hyper-
parameter selection switch is turned off and the most ac-
curate answer is presented to the user. If the user has doubts
about the answer or if some scenarios allow multiple answers
to be returned, the hyperparameter selection can be turned
on and the set of candidate answers will be presented in
order of similarity from lowest to highest.

This paper selects literature [21-28]and literature [29] as
the comparison method. The automatic question and answer
results are shown in Table 6. Literature [21] is based on the
idea of dynamic programming. Its unsupervised idea has
reference significance, but the effect of question and answer
is relatively limited. Literature [22-24, 26] and literature [27]
are the top five automatic question and answer methods for
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TABLE 6: Automatic question answering results of ten methods %.

Automatic question and answer method Test set F1 scores

Literature [21] 71.12
Literature [22] 72.65
Literature [23] 79.18
Literature [24] 79.52
Literature [25] 81.30
Literature [26] 81.51
Literature [27] 82.43
Literature [28] 82.87
Literature [29] 84.55
Proposed 86.85

the evaluation results of Arts & human cities index tasks,
respectively. They mainly rely on some manual rules to
ensure the question and answer performance. For example,
literature [27] constructs regular expressions to remove
redundant information from the interrogative sentences.
Literature [26] uses combinatorial features of lexicality to
achieve named entity recognition, etc. Literature [25] is an
automatic question and answer method constructed based
on attribute mapping of predicates in knowledge base triples
with a small number of artificial features. Literature [28] is
an automatic question and answer method implemented by
syntactic analysis, etc. Literature [29] first applied BERT for
feature extraction on the DBpedia Neural Question An-
swering data set and achieved the best results published so
far. In addition to applying BERT, the method in this paper
also improves the answer selection method by decomposing
it into two steps, answer matching and hyperparameter
selection, which reduces the need for manual annotation and
preprocessing and obtains a test set F1 score of 86.85% with
the best performance.

4. Conclusion

In this paper, the multi-hop ELT knowledge test method
based on knowledge graph embedding innovatively com-
bines the knowledge graph embedding scoring algorithm
and link scoring algorithm in scoring answers, and con-
structs a query path with high confidence through composite
scoring, which effectively solves the phenomenon of missing
answers in the current knowledge graph embedding-based
test methods. The experimental results show that the F1
score of the English teaching test system on the DBpedia
Neural Question Answering data set is 86.58%, in which the
improved vector embedding model based on ZEN fits
complex semantic relations and provides more accurate
semantic understanding for multi-hop test tasks. At the
same time, because of the introduction of knowledge graph
embedding, the question-answer method has some link
prediction ability, and the method still has strong inference
ability on the incomplete knowledge graphs. Through the
experiments, it is found that the accuracy of the English
teaching test system for number type answers in this paper
needs to be improved, and the subsequent methods such as
representation learning will be used to filter the optimal
solutions from the set of candidate answers to improve the
test quality further.
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