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In order to solve a series of problems similar to the repetitive construction of resources and low degree of resource sharing in
cruciform teaching, this paper studies the digital disarming management. Based on the in-depth analysis of the actual needs of
the digital teaching resource service system and the key problems in the system, taking the resources and business process as
the starting point, based on Java Web related technology, combined with the related processes of resources and business
processing, this paper designs the digital teaching resource system of colleges and universities. The system has the functions of
resource digitization, process management, and interaction with other platforms. The system database platform and operation
platform are built; the development environment is configured; and the user login service function, data conversion service
function, process management service function, and system management service function are completed. The function is tested
by unit test, and the performance is tested and analyzed according to user requirements and design objectives. The system
adopts Java web development technology, uses S2SH framework as the development basis, and takes Oracle database as the
data storage platform through Tomcat6.0 web server for program publishing. Through system testing and analysis, the
software can operate normally and achieve the expected functions and can be put into use.

1. Introduction

Deep learning is machine learning. Recently, recognition
and other applications have made breakthrough progress.
Edge and initial shape are detected in primate visual sys-
tem, and then signal processing is carried out to visual
shape. lower-level features to display features and features
of more abstract top-level representations, attribute catego-
ries, or hierarchical data. Deep learning compared with
“surface support vector machine (SVM) and other “learn-
ing” methods has more layers of fear operation. [1]. Shal-
low learning is to extract sample features through artificial
experience and to obtain a single feature without hierarchy
through. It provides more extensive expansion and devel-
opment for traditional education in space and by trans-
forming the original signal features step by step and
automatically learns hierarchical feature representation.
Another theoretical motivation of deep learning theory is

that if a function can be expressed in a concise form K-
layer structure, which can resurrect exponential digital
band officials (relative to input signals), this information
digital technology has been widely used. Digital education
is an important application of digital technology in the
field of education. Digital education refers to the introduc-
tion of computer technology, electronic technology, com-
munication technology, and other modern information
technology means in education to effectively provide solid
support and high-quality services for education and teach-
ing [2]. It provides more extensive expansion and develop-
ment for traditional education in space and time and
provides educators and educatees with a digital education
environment beyond the limitations of distance and time.
This education method is imperceptibly changing the edu-
cational concept and means, as shown in Figure 1. Digital
education includes digital resources, digital teaching equip-
ment, digital teaching process, and many other aspects.
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Digital resources are the basis of other aspects. It will pro-
vide resources and data services for digital education soft-
ware and teaching system, and it is also the basis of all
data processing. The main forms of digital education
include digital teaching environment, digital teaching soft-
ware, online teaching system, testing system, and evalua-
tion system. Digital teaching resources can provide
resources and data services for the above forms of expres-
sion. At the same time, digital teaching resources can also
build and improve data through a variety of teaching
forms and finally achieve the purpose of better serving
education and teaching [3].

2. Literature Review

Noreen and others said that in the industry, information
digital technology has been widely used. Digital education
is an important education. Digital education refers to the
introduction of computer technology, electronic technol-
ogy, communication technology, and other modern infor-
mation technology means in education to effectively
provide solid support and high-quality services for educa-
tion and teaching [4]. Al and others said that they have
provided more extensive expansion and development for
traditional education in space and time and provided edu-
cators and educatees with a digital education environment
beyond the limitations of distance and time. This educa-
tion method is imperceptibly changing the educational
concept and means [5]. At present, the relevant hardware
and equipment can meet the requirements, but the soft-
ware is developed based on the requirements. In order to
embody the vitality of online education resources, corre-
sponding software support is required [6]. The construc-
tion of network teaching resource management
information system in colleges and universities aims to
solve the management of important teaching resources
and realize the sharing of teaching resources. Others
believe that the network teaching resource management
information system in colleges and universities has
improved the utilization rate of resources and promoted
the teaching management under the new situation [7].

Maseer and others said that higher education has the edu-
cational and teaching characteristics of letting a hundred
flowers bloom. Colleges and universities are the synthesis
of various educational ideas and methods. Digital educa-
tion provides the driving force for the rapid development
and growth of this large educational environment, and
the digital teaching resource system of colleges and univer-
sities has become the basis construction of digital educa-
tion in colleges and universities [8]. For Zhang, various
query functions provided by the query module can facili-
tate users to quickly locate resources. Users can define per-
sonalized queries and store them for later use. The log
management module records each user’s operation on
the system. In case of malicious use [9], Wang and others
believe that the network is formed by convoluting a single
layer to a large number of times of the large layer. The
connection between each two nodes represents that the
input node becomes an output node but the software is
built according to the needs. Therefore, the construction
of online education resource management information sys-
tem in colleges and universities has become the focus of
research, which aims to solve the construction of an all-
round teaching resource management information system
and realize the sharing of teaching resources, so as to
change teaching methods, improve teaching level, and
improve the utilization rate of educational resources,
which can promote teaching management under the new
situation [10]. Idrissi and others believe that usually, sys-
tem testing is unit testing, that is, module testing. For unit
testing, this paper uses the methods of black and white
box testing to test the system. The testing methods of soft-
ware system are various, but testing does not mean that all
possible tests are carried out with a large amount of data
[11]. Govindaraj, D.R. and others also have some opinions
on the teaching resource management information system.
Due to the lack of corresponding technical specifications
and standards, there are many problems in the actual
use of teaching resource management system. For exam-
ple, due to the insufficient planning of resource database
construction, the connection between resource construc-
tion and teaching activities is not close, and the existing
public resources cannot be fully utilized. In addition, the
awareness of information service cannot keep up, resulting
in the repeated construction of the resource library or the
insufficient number of effective resources of the resource
library [12]. Mao and others believe that colleges and uni-
versities have a history of more than ten or even hundreds
of years and have accumulated rich teaching resources and
there are many kinds of teaching resources, such as video,
voice, and teaching courseware. Only by building a scien-
tific and reasonable teaching resource management system
can these valuable resources reflect their value [13].

3. Method

3.1. Deep Learning. The resource management system in
schools has achieved the purposes of convenient mainte-
nance, convenient data statistics, easy maintenance, simple
and beautiful interface, efficient query and retrieval function,
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Figure 1: Digital teaching flow chart.
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and so on. The development of college teaching resource is a
systematic project, which integrates college teaching to the
extent and realizes the sharing of teaching resource informa-
tion, so deep network is a deep neural network, namely, deep
neural networks (DNN). The encoder provides a bottom-up
mapping from the input to the implicit feature space, and
the decoder maps the implicit feature input feature space.
The goal is to use the result for input as much as possible
[14]. Deep neural networks are divided into the following
three categories (as shown in Figure 2):

(1) Feed forward deep networks (FFDN) is composed of
multiple encoder layers, such as multilayer percep-
trons (MLP) and convolutional neural networks
(CNN)

(2) Feedback deep networks (FBDN) is composed of
multiple decoder layers, such as deconvolution net-
works (DN) and hierarchical sparse coding (HSC)

(3) Bidirectional deep networks (BDDN) is composed of
superimposing (process or decoding process or both
encoding process and decoding process), such as
deep Boltzmann machines (DBM), deep belief net-
works (DBN), and stacked auto encoders (SAE) [15]

3.1.1. Feed Forward Depth Network. Feed forward neural
network is one of the most primitive models in artificial neu-
ral network. In this network, information flows in the net-
work. Typical feed forward neural networks include
multilayer listeners and convolution neural networks neural
network [16].

(1) Single Layer Convolutional Neural Network. In the con-
volution stage, its observation mode is also called convolu-
tion kernel. In order to extract different features on the
input feature map, different convolution kernels are used
for convolution operation. The input of convolution stage
is a three array composed of n1 two fear maps of n2 × n3 size.
Each feature map is marked as xi, and the output y of this
stage is also a three-dimensional array composed of m1 fea-
ture maps of m2 ×m3 size. In the convolution stage, the
weight connecting the input characteristic graph xi and the
output characteristic graph yi is recorded as wij, that is, the
size of the convolution kernel (local receptive field) of the
trained convolution kernel is k2 × k3, and the output charac-
teristic graph is shown in Formula (1):

yi = bj +〠
i

wij ∗ xi, ð1Þ

where ∗ is a two-dimensional discrete convolution oper-
ator and bj is a trainable bias parameter.

In the nonlinear stage, by separating representation
layers and business logic layers, when the client changes,
the logic of the data or application server does not need to
be changed, which can greatly improve the adaptability of
the system module, and the logic of the data or application
server does not need to be changed. They are taken as the

input for nonlinear mapping R = hðyÞ. In traditional convo-
lutional neural networks, saturation nonlinearity functions
such as sigmoid and soft sign are used for nonlinear opera-
tion. In recent years, nonsaturation nonlinearity function
relu (rectified linear units) is mostly used in convolutional
neural networks. When the training gradient decreases, the
result has faster convergence speed than the traditional satu-
ration nonlinearity function. Therefore,when training the
whole network, the formulas of four functions are shown
as follows [17]. The formulas of four functions are shown
as follows:

Sigmoid:

R = 1
1 + e−y

: ð2Þ

Tanh:

R = ey − e−y

ey + e−y
: ð3Þ

Softsign:

R = y
1 + yj j : ð4Þ

ReLU:

R =max 0, yð Þ: ð5Þ

Its function form is shown in Figure 3.
In the down sampling stage, each feature graph is oper-

ated independently, usually using the operation of average
pooling or maximum pooling. Average pooling calculates
the average value of pixels in a specific range according to
the defined neighborhood window. PA is the translation step
of neighborhood window which is greater than 1 (less than
or equal to the size of pooled window); maximum pooling
replaces the mean value PA with the maximum value PM
and outputs it to the next stage. Some convolutional neural
networks have completely removed the lower sampling
phase and achieved the goal of lowering the resolution by
setting a convolutional nuclear window slip step greater than
1 during the convolution phase [18].

(2) Convolutional Neural Network. A network is formed by
stacking a single-layer convolutional for a large of times of

DNN
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Figure 2: Classification structure of deep neural network.
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the great layer. The connection between each two nodes rep-
resents that the input node becomes an output node after
three stages: convolution, transformation, and sampling.
Finally, in order to reduce the over fitting of data, the feature
graph will pass through the connection layer and the classi-
fier. Recently, some convolutional neural networks have
introduced the method of “dropout 2” or “dropconnect 53”
in the full connection layer, that is, in the process of training,
with a certain probability Р clears the output value of the
hidden layer node (which is the input weight for dropcon-
nect) to 0. When updating the weight with the back propa-
gation algorithm, the weight connected to the node will
not be updated. But both methods will reduce the training
speed. When training convolutional neural network, the
most commonly used method is to adopt back propagation
law and supervised training method. The algorithm flow is
shown in Figure 4. The signal in the network propagates a
forward feature to the output feature. The input X of the first
layer passes through multiple convolution neural network
layers and becomes the characteristic diagram of the output
of the last layer 0 [19]. The output characteristic map 0 is

compared with the desired label t to generate an error term
E. By traversing the reverse path of the network, the error
is transferred to each node layer by layer, and the corre-
sponding convolution kernel weight wij is updated accord-
ing to the weight update (Formula (6)). During training,
the initial values of network weights are usually randomly
initialized (or unsupervised training). This process is a
map of weights, and the additional forward have a small
impact. In the first layer of the convolution network, the
weight updating formula between the first input attribute
and the first output attribute is shown in Equation (6):

Δwij = αδjXi: ð6Þ

When layer L is layer of the convolution network, the
expression of δj is shown as follows:

δj = T j − Y j

� �
hL′ Xið Þ, ð7Þ
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where T j is the first label required. In Formula (6), the
layer is not the final. L + 1 is in the following layer; the
expression of δj is shown as follows:

δj = hL′ Xið Þ 〠
NL+1

m=1
δmwjm, ð8Þ

where NL+1 is the number of layer output features, ∗.

3.1.2. Feedback Depth Network. Unlike feed forward net-
works, feedback networks do not encode the signal. Feed
forward network is the process of encoding the input signal,
while feedback network is the process of decoding the input
signal. Typical feedback depth networks include deconvolu-
tion networks and hierarchical sparse coding networks [20].

(1) Single Layer Deconvolution Network. Deconvolution net-
work is a good job method for signal elongation decomposi-
tion and reconstruction through prior learning. The great
signal is though of fear channels, which can be considered
the convolution of the hidden layer and the feature map of
the filter bank f k,c (number K0 × K1), as shown below:

〠
k1

k=1
zk ∗ f k,c = yc: ð9Þ

Since Equation (9) s an inverse Lafite function (most
unknowns are more than a large number of equations), in
order to obtain its unique solution, it is necessary to intro-
duce a regular term zk about the characteristic graph, and
the cost function is shown in Equation (10):

C1 yð Þ = λ

2〠
K2

c=1
〠
K1

k=1
zk ∗ f k,c − yc

�����
�����
2

2

+ 〠
K1

k=1
zkj jp ð10Þ

It is a weighting coefficient that balances rewriting errors
and feature mapping.

(2) Deconvolution Network. The deconvolution network can
be obtained by a multilayer superposition of network
described in the previous section. In the multilayer model,
the characteristic map is derived while learning the filter
bank. The characteristic map and filter of layer L are
obtained by deconvolution calculation and decomposition
of the characteristic map of layer L-1. In deconvolution net-
work training, a map of fact signal y = fy1, y2,⋯, ylg is used
to solve arg minf ,zClðyÞ, and Equation (11) is used to opti-
mize the iterative alternation of f and great graph z. Train-
ing starts from the following and uses greedy algorithm to
improve by layer. The optimization between layers is inde-
pendent. Equation (11) shows the objective function T' of a
single network in the evolutionary network (objective func-
tion of all input signals):
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Figure 4: Training process of convolutional neural network.
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Cl yð Þ = λ

2〠
l

i=1
〠
Kl−1

c=1
〠
KL

k=1
glk,c zik,i ∗ f lk,c
� �

− zic,l−1

�����
�����
2

2

+ 〠
l

i=1
〠
Kl−1

c=1
zik,i
�� ��p:
ð11Þ

The first item in the formula is the error between at the
present layer and the right layer, wherezik,lis the characteris-

tic diagram of the current layer;f lk,cis the current layer in the
filter library;zic,l−1is the upper element graph; andglk,crepre-
sents the great graph between the wrong characteristic graph
and the output characteristic graph in the same layer, which
is a separate representation layer and business logic layers.
Generally speaking, the first level is completely connected,
and the second level is the variance and weight coefficient
of the almost disconnected feature map to compensate the
important aim error and dispersion.

3.2. System Design

3.2.1. Overall Structure of the System. The service object of
this system is all ordinary users who use campus network.
Because there are many levels of users and different levels
of computers, the system is required to have the characteris-
tics of simple operation and convenient use. Therefore,
establishing a browser based viewing method is an operation
method acceptable to most users. The system adopts a three-
tier B/S structure. The most important is the first layer,
which provides links for users and systems; The second layer
is the logic layer, which is used to implement business logic.
The third layer is the final layer, which is responsible for the
storage, access, and optimization of data information. [21].
By separating representation layers and business logic layers,
when the client changes, the logic of the data or application
server does not need to be changed, which can greatly
improve the adaptability of the system module, and the logic
of the data or application server does not need to be chan-
ged, which can improve the flexibility module and make
the development very social. The structure of the system is
in Figure 5. Users can access the system through the
browser. The system judges the effectiveness of users on
the server side. If users comply with the law, they can obtain
corresponding data from the database server and resource
server. In the dotted box are the resource server and data-
base server. These two servers can be placed on one
machine, and the server can be placed on one machine sep-
arately. In this way, the client browser only deals with the
server, which can ensure the social of the important server
and database server. If attacked, the server will be paralyzed
at most, which will not affect data and resources. Especially
if the service is open to the Internet, it only needs to assign
an actual address to the server, while the resource server
and database server adopt virtual local area, which can
ensure the security of data to a certain extent [22].

3.2.2. System Function and Composition. The purpose of dig-
ital teaching resource management system is to manage dig-
ital teaching resources conveniently and provide these

resources to users through the network so that users can
make efficient use of these resources for network teaching
and learning. As shown in Figure 6, the system mainly
includes resource management module, video on demand
module, user management module, query module, and log
module.

The function of module is to comprehensively manage
various digital teaching resources, including the establish-
ment of resource database and the setting of resource access
control authority. The specific content of resources is stored
on the resource server, while the storage location, structure
information, and other basic of resources are stored. The
resource list information seen by users is obtained from
the database, and the specific resource content is placed on
the resource server. The VOD module provides users with
online VOD function and can provide resource download
function according to settings. The module also provides
on-demand leaderboard page. The user management mod-
ule provides user registration, user grouping, user informa-
tion modification, and other functions [23]. The query
module provides various query functions to facilitate users
to quickly locate resources. Users can define personalized
queries and store them for later use. The log management
module records each user’s operation on the system. In case
of malicious use, the administrator can record the actual
data and provide it to the administrator.

3.2.3. System Development Environment. There are two pop-
ular choices for system development environment:

(1) Develop with asp net and Microsoft's net framework.
The operating system is Windows 2000 or 2003
server. Using net development app, the development
cycle is short and easy to maintain

(2) JSP technology is adopted for development, and
eclipse integrated development environment is
adopted. The middleware uses JDBC and Jakarta
Struts as a part of the Java platform, JSP has the
characteristics of “write once, run everywhere” of
Java language. It can run on more than 85% of
servers and is easy to migrate the platform. JDBC is
a java database connection middleware, which can
provide seamless connection for various common
databases. Jakarta Struts is an excellent MVC frame-
work, which can greatly improve the development
efficiency of programmers. RedHat Linux 9 can be

Browser Web server Resource
server

Database
server

Figure 5: System structure.
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used as the operating platform of the database server
and Oracle9i as the database system. The HTTP
server uses tomcat5 5. The client uses IE or Netscape
and other browsers

Considering the data integration of the digital campus
and the portability of the system, many school information
systems are developed with Java language, and Oracle is used
as the background database. The system is developed with
JSP technology. In order to store resources reasonably,
resources are classified. The school’s organizational structure
and curriculum resources were used [24]. As shown in
Figure 7, the school is in the first floor, the department is
in the second floor, and the curriculum is in the third floor.
In this way, resources can be put into their own layer accord-
ing to their ownership relationship. After adopting the hier-
archical management of resources, it is convenient to
implement fine-grained permission control on resources.
That is, permission control can be performed for each
resource, which can make the social and confidentiality
requirements of resources. The system adopts the widely
used authority management model (RBAC model). In order
to facilitate the implementation of permission management,
you can also set the access rights of the files storing
resources. In addition, the resource layer can set permis-
sions. Permissions can be subdivided into view list, read,
modify, and delete. The folder and resource layer have
upload permission.

4. Results and Analysis

4.1. Model of Deep Learning and Its Training. It is recom-
mended to use vectors V and h to represent the state of
the visual unit respectively. The states of the i-th view unit
and the j-th view unit are represented as hidden units and
may be represented as hidden units. And for V, H, and
RBM, the coupling probability distribution of the system
can be used strong fun, as shown in Equation (12):

E v, hð Þ = −〠
i=1

〠
m

j=1
Wijvihj − 〠

n

i=1
vibi − 〠

m

j=1
hjcj, ð12Þ

where wii and ci are performance management program
variables. The connection between the visual and the hide
unit, the displacement of the visual unit, and the displace-
ment of the unit are displayed. The learning task of RBM
is to find the aim to match the given learning data. The ran-
dom selection of a given series of training data is conditional
probability, because the hidden element conditional
probability only depends phenomenal elements. The hidden
unit is

p hj vj
� �

= σ 〠
n

i=1
wijvi + ci

 !
: ð13Þ

Digital teaching resource
management system

User
management
module

Query
module Log module

Resource on-
demand
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Resource
Access
Control

Resource
library
construction

Resource on-
management
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Figure 6: System module diagram.
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Figure 7: Hierarchy of resources.
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In fact, display conditional probability unit can be easily
obtained, as shown below:

p vj hj
� �

= σ 〠
m

j=1
wijhi + bi

 !
, ð14Þ

Where the function is defined as σð•Þ. Then, the algo-
rithm improves the method of obtaining model reconstruc-
tion values through very large Gibbs. The weight update
criterion is

Vwij = δ <vihj>data−<vihj>recon

� �
, ð15Þ

where δ It is the hope value of data and the hope value of
reconstructed data. It can be seen from the the input data
and reconstruct the data. Using its differences, hidden
RBM layers can be better extracted from explicit layer input.
In addition, it can be seen from formula (15) that the calcu-
lation amount of this result is small, and the weight update is
relatively simple. The multiplication is simple, the calcula-
tion is not large, and the weight update is relatively simple.

4.2. Software System Test

4.2.1. Function Test. Software testing is to find the errors in
the running process of software system as soon as possible;
usually, system testing is unit testing. That is, module test-
ing. For unit testing, this paper uses the methods of black
and white box testing to test the system. The testing methods
of software system are various, but testing does not mean
that all possible tests are carried out with a large amount
of data. According to the characteristics and functions of
the system, we should select some important operations that
are closely related to the business in many test contents, so
as to not only ensure the test in terms of quality, but also
accurately find the problems and vulnerabilities of the sys-
tem. In order to ensure the stable operation of the digital
teaching resource management system in schools, it uses
the two test methods of black box test and white box test
and combines the core business of the system, namely,
resource service and resource management; designs the
system test cases; tests the system targeted; ensures that the
test results are really reliable; and accurately grasps the per-
formance of the system [25]. The system test cases are
shown in Figures 8 and 9. As we all know, the difference
mainly lies in the following two aspects: first, though con-
sider the internal algorithm, and second, though consider
the internal structure.

The black box test does not consider the algorithm and
system internal architecture at all, but tests to determine
whether the function conforms to the function description
of the system. Therefore, the test is the name of the test fea-
ture. The functional test, also known as correctness test,
checks whether the functions of the software meet the spec-
ifications and verifies the functions of the product. Check
whether the product meets the functions required by users.
Since correctness is the most important quality factor of
software, its testing is also the most important.

(A) The test of file upload function module is shown in
Table 1

(B) See Table 2 for details of form test

(C) User test in Table 3

Permission
images

System
administrator

System

Resource
Audit

Figure 8: System administrator test case.

Teacher

System

Resource
browsing

Resource
upload

Download

Resource
retrieval

Figure 9: Test case diagram.

Table 1: File upload function module test.

Login status File type Result

Success Prohibited class Upload failed

Success Allow class Upload successful

Fail Prohibited class Upload failed

Fail Allow class Upload failed
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4.2.2. Performance Test. Performance testing is an indispens-
able step in the overall process of software development. It
realizes its testing through the performance evaluation of
the test object. As for the performance test, the focus is on
the analysis and evaluation of the characteristics of the cor-
responding time, execution flow, and execution accuracy in
the process of executing some kinds of tests. The test results
are obtained by testing different execution conditions in the
system. Performance test is mainly through three index anal-
ysis, namely, load test, pressure test, and capacity test.
Through the load test, the monitoring system can reach
the expected value by giving the system load; Pressure test:
test the operation of the system by constantly applying pres-
sure to the system; The capacity test is mainly to the system
meets the test requirements when problems are found in big
data and management.

(1) College digital teaching resource is a software plat-
form developed for college teaching resource man-
agement in China Net technology, a software
platform for college teaching resource management
application. It can be applied across platforms
(UNIX, Linux, windows, etc.) without maintaining
the client. At the same time, it also supports a variety
of large databases, and the security mechanism is rel-
atively perfect. In addition, the digital teaching
resource management system in schools has its
own characteristics in the technical architecture. It
is a product of “platform/component” technical
architecture. The products developed based on this
platform are composed of “platform” and “compo-
nent.” Through the platform, the business system
can be developed, deployed, and operated quickly
and flexibly. Business requirements are realized
through components. The performance of software
is what customers care about. To improve the per-
formance of college digital teaching resource man-
agement system and the characteristics of the test
platform, the performance test and optimization of
college digital teaching resource management system
are carried out

(2) Performance test environment and preparation. The
test scope is to test and run the business module of
the university digital teaching resource management
system and reflect university digital system through
the main functions of the business system. The per-
formance test tool used in this test is Compuware’s
QALoad, which can simulate multiple concurrent
users sending requests to the server on one machine.
At the same time, it can collect information such as
system throughput and response time. The whole
test process is tested in Microsoft’s windows 2003
and SQL Server 2000 (SP3) environment, because

saving credentials in the system is a typical opera-
tion, which performs corresponding operations on
the application server and database server. There-
fore, we will take the case of saving credentials as
an example to explain the whole test process.

(3) Performance tuning process and test results. Accord-
ing to the performance requirements, this perfor-
mance test does not include the optimization of the
application, mainly the optimization of the middle-
ware and database on the application server. Opti-
mize the system until the CPU utilization exceeds
75%, and then optimize the system utilization. First,
use the test tool QALoad to run the case and save the
credentials. We start to run 10 concurrent users, and
then add 10 concurrent users every 2 minutes to
pressurize the system. When the system has 120,
140, and 170 concurrent users; the CPU utilization
of the application server also exceeds 75%; but the

Table 2: Form link test.

Operation Expected results Test result Conclusion

Form link Whether the specified form can be opened correctly Can correctly open the form through the link The results are consistent

Table 3: Teacher login system test.

Teacher ID Password Result

Current login ID Correct Correct

Non-current login ID Correct Error

Non-current login ID Error Error

Garbled code Error Error

Table 4: QALoad test results.

Number of concurrent
users

CPU utilization of
app

CPU utilization of
DB

130 79% 14%

150 78% 16%

180 79% 17%

Table 5: Test results.

Initial capacity of IDBC
connection buffer pool

Response
time (s)

CPU
utilization of
main program

CPU
utilization
of DB

35 8.924 31% 12%

35 7.037 7% 19%

35 7.629 7% 19%

40 7.582 7% 20%

40 7.921 7% 18%

40 7.206 7% 21%
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CPU utilization of the database server is only about
18%. The specific parameters are shown in Table 4.

After the function and performance test, the perfor-
mance of the university digital teaching resource manage-
ment system has been greatly improved, the quality of the
university teaching resource management system software
has been improved, and the system has a stronger competi-
tiveness in the market. From the test results, the perfor-
mance of the software is very stable. It is completely
affordable to deploy a running environment of 200-300
users on Microsoft’s windows 2003 and SQL Server 2000
(SP3) platforms. The final result is shown in Table 5.

5. Conclusion

The teaching resource system realizes teaching resources and
promotes the development of improving the efficiency of
learning. The most convenient and effective way to share is
to build a network resource management system. Through
the construction of digital teaching resource in schools,
through the demand analysis of the system, and the discus-
sion on the architecture and functional modules, this paper
designs in-depth details and realizes the construction of the
system by using advanced design ideas and mature network
development technology. The resource management system
in schools has achieved the purposes of convenient mainte-
nance, convenient data statistics, easy maintenance, simple
and beautiful interface, efficient query and retrieval function,
and so on. The development of college teaching resource is a
systematic project, which integrates college teaching to the
extent and realizes the sharing of teaching resource informa-
tion. The whole development process mainly revolves
around the system function module from demand analysis,
system design, and system implementation. The resource
management system in schools not only shares resources,
but also provides a new teaching method, which can be used
by more students, widens the access to learning resources,
and improves learning efficiency. Finally, the digital teaching
resource management system in schools runs stably and
operates easily through the system test, which can teach
and resource sharing in schools. The establishment of the
system is more scientific for the management of teaching
resources, reduces the labor intensity of human resources,
improves the operation efficiency and has good practical
significance.

Data Availability

No data were used to support this study.
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