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To better predict the performance of skaters, a BP neural network-based approach is proposed. With the help of the main
component factor analysis method, the performance sample of the athletes was reduced, the traditional high-dimensional data
set was changed to the new low-dimensional data set, the size of the model input variables was reduced, and the analysis
efficiency was increased and improved. Experimental results show that the larger the iteration step, the lower the prediction
error, because more a priori information of sports performance is used through multiple iterations, which improves the
prediction accuracy. The error of sports performance prediction using this model is less than that of traditional methods, and
the maximum difference is 35.98%. It is proved that this method uses factor analysis and neural network training to cluster
and fuse the data information of sports performance, improves the prediction accuracy, and has a good performance in
convergence and robustness.

1. Introduction

Speed skating is one of the top ten key sports and the first
winter competitive sports to reach the world level. In recent
years, the outstanding performance of Chinese Speed Skaters
in international competitions has made great progress com-
pared with the past. How to consolidate the projects with
advantages and improving the competitiveness of speed
skating in international competitions have always been the
focus of sports scientific research. The prediction of athletes’
performance in major competitions can not only be used as
an important basis for analyzing the difference between
China’s speed skating and the world’s advanced level but
also reveal the systematic law of sports performance, pro-
mote the scientization of athletes’ training, and improve
the training effect [1]. The prediction of sports performance
has been paid more and more attention by sports scientific
research. China’s speed skating has high sports performance
in women’s events, but it also has great ups and downs, in
order to guide sports training and catch up with and surpass
the world advanced level of women’s speed skating. There

are many prediction methods, such as gray dynamic model,
trend extrapolation of time series, and least square regres-
sion model. Then, there are prediction methods based on
mathematical statistics, such as least square regression and
gray model. This kind of method uses mathematical model-
ing to predict athletes’ sports performance. However, this
kind of method has weak prediction ability for nonlinear
data and can not accurately describe the change characteris-
tics of sports performance. In recent years, predictive analyt-
ical methods based on artificial neural networks (Bayesian
networks, support vector machines, neural networks, etc.)
have been developing rapidly. This method has a strong
effect on optimal control modeling. As shown in Figure 1
below, the reverse distribution (BP) neural network is a
two-layer presupplied network prepared on an algorithm
for optimizing reverse distribution [2]. Physical performance
is an important indicator of the level of physical fitness. By
accurately predicting physical activity, it is possible to dig
into the constant factors and features of human fitness and
thus to improve sports training and fitness. Therefore, it is
important to study the model of sports performance
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forecasting to promote scientific training and improve sports
success. The accuracy of predicting sports performance has
many limitations, including changes in human characteris-
tics, gender, age, weather, sports field, and various environ-
mental factors. The model for predicting sports
performance is a multivariable, multiparameter statistical
analysis process involving statistics, data processing, and
modern mathematics. Traditional methods of sports perfor-
mance prediction include sports performance prediction
algorithms based on AR model calculations, specific spatial
decomposition methods, empirical mode decomposition
methods, and wave analysis sports performance time series
prediction methods. The feature of linear adjustment of
sports performance is used to define the space and to create
a predictive model of the method of restoring the limitations
of many parameters, which has a good predictive effect.
However, these methods are less accurate due to their high
computational costs and poor adaptability to the parameters
in the prediction process.

2. Literature Review

In Ma et al.’s study, the use of neural network modeling in
dynamic modeling opens a wide range of possibilities for
this scientific research market. As an example of filming,
they use a neural network to technically create a model of
the transition between a feature and the original informa-
tion. The inverse of the information-theoretical mechanics
of kinematic structures is considered. Editing the first post
works well. In essence, the neural network can be used to
create a more complex model of physical and motor logical
communication, as it acquires professional knowledge

through learning [3]. Chang et al. modeled the level of tech-
nical training and quality training from 1996 to 2001, ana-
lyzed the relationship between the value of the athlete’s
technical qualification and the training quality index, and
developed a unique hypothesis model for athletes. Based
on this hypothesis model, the forecast analyzes the specific
performance of 2002 and 2003. The results show that the
enterprise model is free from many linear regression unit
models and gray model defects [4]. Ji et al. focused on elite
athletes nationwide, analyzed the relationship between the
value of the athlete’s isotype and the literacy practice index,
and developed a unique hypothesis model for athletes. The
enterprise model should be free of multiple linear regression
unit models and gray model defects, and more accurately
visualize the functional relationship between the athlete’s lit-
eracy practice and the exercise index value, and then accu-
rately predict and analyze the athlete’s concentration in
shooting blow [5]. Lee et al. won the women’s hammer
throw champion of the 12th Asian track and field champi-
onship and entered the top 10 in the world in one fell swoop.
Four groups of historical data corresponding to four quality
training indexes and special achievements are used as the
training samples of neural network. Using the powerful
function mapping ability of artificial neural network, a
neural network model reflecting the relationship between
hammer thrower’s physical quality and special perfor-
mance is proposed [6]. Xing et al. based on relevant data
from the 2002-2003 research institute performed an analy-
sis of the relationship between the value of eight literacy
training indicators and the technical profession of athletes.
We choose from 4 measures of training quality and the
athlete’s unique neural network. The results show that
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Figure 1: BP neural network prediction model.
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the enterprise model more realistically reflects the func-
tional relationship between the level of altitude literacy
training and key points and thus achieves higher linear
alignment accuracy. Using this type of neural network
enterprise model, coaches and athletes can better under-
stand the development trends of athletes’ unique expres-
sions and develop more scientific training programs [7].
Zhang uses neural networks and obtained the structural
properties of molecular structural analogs, selected genetic
associations and groups as identification factors, and cre-
ated a data drainage matrix of molecular structural prop-
erties [8]. In Wu et al.’s study, according to the BP
network algorithm and the basic theory of gray system,
based on the existing gray neural network model theory,
a third-order gray neural network model GNNM (3,1)
based on time response function is established, the accu-
racy of gray neural network model used to simulate com-
plex nonlinear dynamic process is improved [9]. Li and
Ning take the attribute value of the basic index describing
the economic benefits of the enterprise as the input vector
of ANN and take the result representing the comprehen-
sive evaluation goal as the output of ANN. Then, we train
the network with enough sample vectors to make different
input vectors get different output values. In this way, the
set of weight coefficient values possessed by ANN is the
correct internal representation of the network after adap-
tive learning. Trained ANN can be used as an effective
tool combining qualitative and quantitative methods to
comprehensively evaluate different enterprises [10]. Na
et al. expounds how to apply the neural network method
to the prediction in the field of market evaluation [11].
Le and Zhao train the neural network through the on-
site historical data, stores the expert experience that is dif-
ficult to formalize in the form of nonlinear mapping on
the nodes of each layer of the neural network and the
coordination organization diagnoses the system fault with
rules and neural network according to different situations,
and obtains the corresponding diagnosis results. After
completing a diagnosis example, the neural network can
remember the diagnosis process and results, summarize
new diagnosis rules, continuously expand the content of
the knowledge base, and make the knowledge base have
self-learning, self-adaptive, and other functions [12]. Tseng
and Luo aimed at the complexity of teaching quality eval-
uation process; using the structural characteristics of neu-
ral network, this paper puts forward a teaching quality
evaluation system based on neural network algorithm
and determines the mathematical model of the system.
Each evaluation index is used as the input and the evalu-
ation target is used as the output. Through the training of
the model, the simulation calculation shows that the math-
ematical model has good identification accuracy [13].

Current scientific research clearly suggests a neural
network-based approach to BP. Enterprise design and high
efficiency were analyzed. This process solves the problem
of moving back and forth between model data messages.
Using an evolutionary algorithm to improve the basic
parameters of the BP neural network flow board can
improve the Internet worldwide.

3. Establishment of BP Neural Network
Performance Prediction Model

The artificial neural network (ANN) is an information pro-
cessing system with distributed storage, parallel processing,
and adaptive learning, which is abstracted, simplified, and
simulated from the structure, function, and some basic char-
acteristics of real human brain neural network in physiology.
The trained neural network model can quickly reflect new
knowledge and information by learning new samples. In
particular, the feedforward network can approach all nonlin-
ear mappings, which makes it a potential and effective
modeling tool for nonlinear images in competitive sports.
The multilayer feedforward network can approach any con-
tinuous function. The two-tier transmission control internet
is used to create a player-specific prediction model that can
mimic all functional relationships between unique and qual-
itative exercise index values. There are many reasons why
competition can be harmful to fitness. Motion imaging is
highly dynamic and variable, but it can only be considered
a black box system if the results of observational and predic-
tive analysis are considered. Neural network discrimination
is not limited to optimal management models. Based on
the defined input/output data-information pairs of the sys-
tem, training and instruction determine the optimal vision
of the system’s input/output communication management.
Inputs are provided to get the output when it is not clear
how the input and output are connected. The neural net-
work is suitable for multivariable and highly nonlinear prob-
lems, with self-organization and learnability. It can learn
knowledge from samples, and the learned information is dis-
tributed in many connection weights [14]. In this paper, the
neural network model is used for prediction, and the results
of the top three women’s speed skating in 500m, 1000m,
1500m, 3000m, and 5000m in previous winter Olympics
are modeled as follows:

y = f x1, x2, x3ð Þ, ð1Þ

where y is the first predicted result and x1, x2, x3 is the top
three competition results.

The network structure is designed as follows: the number
of hidden layers is 1, and the number of hidden layer neu-
rons is 7. Its structure is shown in Figure 2.

The network structure according to the BP algorithm is
shown in Figure 3 below.

3.1. Statistical Parameter Analysis of Sports Performance.
Sports performance data can be regarded as a set of nonlin-
ear time series. The trend of sports performance is analyzed
by nonlinear time series method, and the sports perfor-
mance is statistically analyzed, which is as follows:

X

P Xð Þ

 !
=

a1, a2,⋯, am
p a1ð Þ, p a2ð Þ,⋯, p amð Þ

 !
: ð2Þ

For a set of multivariate sports performance statistical
series xðnÞ, the fractional generalized integral⁃differential
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equation is used to express the statistical characteristic quan-
tity of sports performance as follows:

c1x τð Þ = E x nð Þð Þ = 0,
c2x τð Þ = E x nð Þx n + τð Þð Þ = r τð Þ,
cxk τ1, τ2,⋯, τk−1ð Þ = 0, k ≥ 3,

ð3Þ

When q = 2, the constraint function of sports perfor-

mance information vector on differential equation satisfies
the continuous functional condition of ð2 + 1Þ dimension
in Bernoulli space, and the constraint condition is

ψx ωð Þ = ln φx ωð Þ = −
1
2ω

2σ2: ð4Þ

Through the global asymptotic stability characteristic
decomposition, the factors in sports performance are ana-
lyzed, and the factor principal component probability den-
sity confidence region of sports performance time series is
obtained as follows:

g xi, yi μk, σ2
k

��� �
=
YK
k=1

ak
1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

p exp −
xi − μkð Þ2
2σ2k

( )
, ð5Þ

where ak is the vector field of sports achievement time
series in the state of global gradual stability and μk is the sta-
tistic of nonlinear components.

In the process of creating a motion model that considers
the hazards of the natural environment, temperature, and
other factors in predicting motion, a first-order general
integrated-differential equation system with a time lag can
be obtained, Fourier equation [15]. An analytical internal
spatial model is shown to show the hypothesis of exercise
performance. The set of environmental features arguments
are as follows:

ck =
1
jk

dk

ωk
ln φx ωð Þ

" #
ω=0

= −jð Þk dk

ωk
ψx ωð Þ

" #
ω=0

= −jð Þkψk
x 0ð Þ:

ð6Þ

According to the a priori criterion, c1 = 0 ; c2 = σ2 ; ck =
0ðk ≥ 3Þ can be obtained.

In order to maintain the nonlinear characteristics of the
original sports performance time series data, the fractional
generalized integrodifferential equation is defined to recon-
struct the statistical model of sports performance. The frac-
tional order generalized integrodifferential equation is

uu − Δu + uj j4u = 0,

u, ∂tuð Þ t=0 = u0, u1ð Þ ∈ _H
sc
x × _H

sc−1
x ,

���
8<
: ð7Þ

where uu is the process function of sports performance
prediction and u0 is a homogeneous linear subspace.

3.2. Self-Similar Regression Model. The self-similar regres-
sion model is constructed for the prior information of statis-
tical sports performance. The statistical prior information
characteristic state equation of sports performance obtained
by generalized least squares estimation (GLS) is as follows:

E u tð Þ, ut tð Þð Þ =
ð
IRd

1
2 ∇u tð Þj j2 + ut tð Þj j2� �

+ 1
6 u tð Þj j6dx:

ð8Þ

y

x1 x2 x3

Figure 2: Neural network structure of prediction model.
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Figure 3: Structure of neural network based on BP algorithm.
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Among them, utðtÞ represents the characteristic coeffi-
cient, and the least square estimation (GLS) of sports perfor-
mance is the mean square consistent estimation. When sc > 1
(i.e., d ≥ 4), the regression model of sports performance pre-
diction restricts the variable sc is a sub square matrix of any
order. The control objective function of sports performance
prediction is

max
xa,b,d,p

〠
a∈A

〠
b∈B

〠
d∈D

〠
p∈P

xa,b,d,pVp,

〠
a∈A

〠
d∈D

〠
p∈P

xa,b,d,pR
bw
p ≤ Kbw

b Sð Þ, b ∈ B,
ð9Þ

where xa,b,d,p represents the predicted calibration value of
sports performance, RP represents the prediction factor of
sports performance, Kb represents the prediction load of
sports performance, and bw represents the predictive
parameter value of intended performance.

Feature compression is applied to the sub eigenvector
with distributed time delay in the formula. When the initial
value of disturbance characteristic is certain, the probability
density functional coefficient of sports performance predic-
tion is obtained as follows:

K = 4βτPℓ−að Þ1/a ⋅ 2−a/2Pℓ−a − βN0
� �−1/a + 1 +

ffiffiffi
2

ph i
: ð10Þ

The confidence degree of sports performance prediction
accuracy is only c1e

λ1t + c2e
λ2tðλ1 ≠ λ2Þ or ðc1 + c2tÞeλtðλ1 =

λ2 = λÞ.
The characteristic decomposition value of the self-

similar regression model meets the following requirements:

f x1, x2, ið Þ − g y1, y2, ið Þ+
ð
h x1, x2, ið Þ − g y1, y2, ið Þð Þxdu

< x x − yj j2 + x x − yj j2� �
,

ð11Þ

where ∀x1, x2, y1, y2 ∈ R.
Let x∗ be a weight contribution point in the vector solu-

tion set fxkg of the sports performance prediction model
and make factor analysis of the second-order moments f ð
x1, x2Þ and gðx1, x2Þ of linear transformation at point P0ð
x01, x02Þ. If C0ðx∗Þ = 0, the self-similar regression model of
sports performance is

Y P,Q, βð Þ = Y red P,Q, βð Þ,Q, β½ �: ð12Þ

By constructing the self-similar regression model of
sports performance, the empirical mode decomposition
and factor analysis of the time series of sports performance
are carried out, and the BP neural network classification
model is used to cluster and fuse the characteristic informa-
tion of sports performance, to optimize the prediction
model [16].

3.3. Model Design and Implementation. According to the
Lyapunov⁃Krasovskii functional theory, for a continuous

sports achievement time series, the recursive calculation
expression of empirical mode decomposition is

P yw3
xw3

, θ, β
��� �

∞ yw3
xw3

, θ
��� �

yw3
βij

� �

∞
YK
k=1

ak
1ffiffiffiffiffiffiffiffiffiffi
2πσ2

k

p exp −
xi − μkð Þ2
2σ2k

( )
⋅

1
Z βið Þ exp −〠

c⊂C
Vc Y , βið Þ

 !

∞
YK
k=1

ak
Z βið Þ

ffiffiffiffiffiffiffiffiffiffi
2πσ2

k

p ⋅ exp − 〠
K

k=1

xi − μkð Þ2
2σ2k

+ 〠
c⊂C

Vc Y , βið Þ
" #( )

:

ð13Þ

By constructing the covariance matrix of sports perfor-
mance data, a proper dimension matrix is obtained. The
high-order moment of sports performance prediction char-
acteristic points meets X = XT ≥ 0, Y = YT ≥ 0; then, the fol-
lowing equation is true:

0 =
ðt
t−τ

ηT1 tð ÞXη1 tð Þds −
ðt
t−τ

ηT1 tð ÞXη1 tð Þds

= τηT1 tð ÞXη1 tð Þ −
ðt
t−τ

ηT1 tð ÞXη1 tð Þds,

0 =
ðt
t−σ

ηT2 tð ÞYη2 tð Þds −
ðt
t−σ

ηT2 tð ÞYη2 tð Þds

= σηT2 tð ÞYη2 tð Þ −
ðt
t−σ

ηT2 tð ÞYη2 tð Þds:

ð14Þ

The BP neural network structure model is shown in
Figure 4.

Sports performance training vector mode input by the
BP neural network:

x tð Þ = x0 tð Þ, x1 tð Þ,⋯, xk−1 tð Þð ÞT : ð15Þ

The BP neural network is used for information fusion,
and a set of new time series yk instead of sports performance
time series is generated from a series of random distribution
characteristics Nðmk, ε2kÞ. The output Lyapunov index of
sports performance prediction is as follows:

POF = ∑TC
I=1Mo Cið Þ

∑TC
i=1 Mn Cið Þ ×DC Cið Þ½ �

,

Md Cið Þ =Mn Cið Þ +Mo Cið Þ:
ð16Þ

4. Experimental Results and Analysis

4.1. Application and Evaluation of BP Neural Network
Model. The BP neural network hypothesis model simulation
test has been completed for the MATLAB mobile software
accessory writing function. Out of the 1250 groups of 7-
dimensional fitness exercise information data samples
obtained after the analysis of the main components, 900
training data sets accounted for about 70% of the total sam-
ple, 15 data sets for the validation sample, and 345 data sets
for the test sample. For the proportions of all samples, there
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were accounts for about 30 percent of the total sample. Ini-
tially, 900 training and training samples were used to imple-
ment the learning process in the predictive model, and then,
15 sets of validation samples were used to clarify the struc-
tural characteristics and variables of the unit model in order
to validate the model. Finally, the exercise hypothesis model
was used to predict and analyze the fitness expression of 345
sets of experimental samples.
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xk

Output node Weight vector Input nodes

Figure 4: BP neural network structure model.

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

Th
e t

ra
in

in
g 

er
ro

r

Number of training
0 10 20 30 40

Figure 5: Training results of prediction model.
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Figure 6: Simulation diagram of test results of the BP neural
network prediction model.
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Figure 8: Relative error of test results of the BP neural network
prediction model.

Table 1: The BP training fitting error and prediction error of the
neural network prediction model.

Standard
Training sample

fitting
Test sample
prediction

Mean square error 2.1568 2.3084

Average relative
error

0.0124 0.0162
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As shown in Figure 5, the average error in model train-
ing is stable after 20 training sessions. After the 40th repeti-
tion, the average relative error in model training is 0.0128.
We examine the predictive model using 15 sets of validation
samples and validate the model after training. The results
show that the mean relative error of the model agrees and
the model does not agree.

4.2. Test Results of Prediction Model. 345 groups of test sam-
ples are used to study the prediction model of athletes’ sports
performance after training. The prediction results of the
model are as follows.

Figures 6–8 are the simulation diagram, absolute error
diagram, and relative error diagram during the prediction
model test, respectively. It can be seen intuitively that the
two curves of the predicted value and the actual value in
Figure 6 are basically consistent, which shows that the pre-

diction model can accurately predict the athletes’ sports per-
formance. In the latter two figures, it can also be seen that
the prediction error of the prediction model is relatively
small, which also verifies that the model has good prediction
effect.

It can be seen from Table 1 that the mean square error
and average relative error of the model training fitting are
2.1568 and 0.0124, respectively; The mean square deviation
and average relative error of prediction are 2.3084 and
0.0162, respectively. From the above data analysis, the fitting
of the prediction model is very good in the training process.
In the prediction process, its accuracy of performance pre-
diction is relatively high, and its prediction value is very
close to the expected value of the test sample. This shows
that the prediction model is suitable for the prediction of
athletes’ sports performance.

4.3. Comparative Study of This Prediction Model and
Traditional Prediction Model

(1) Experimental analysis of traditional prediction
model

In this paper, the current prediction model is modeled
using the MATLAB mobile application tool. Without ana-
lyzing the above basic characteristics, 900 data sets from
the first 1250 12-dimensional fitness exercise 3D visual
information data samples are special samples, 15 data set
that account for about 70% of the total sample are validation
samples, and 345 data sets are data information. The data
are experimental samples and account for about 70% of
the sample. For the 30% of all samples, initially, the current
predictive models were scientifically studied in 900 training
and training samples, and then, 15 structural samples were
used to identify the structural types and individual variables
of the corporate enterprise model [17]. Finally, fitness state-
ments were predicted in 345 test samples using a fitness
exercise prediction model. 900 sets of training samples are
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Figure 9: Training results of the ANFIS prediction model.
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trained in the traditional predictive model. The figure below
shows the training and learning outcomes for the corporate
enterprise model.

As shown in Figure 9 below, the average relative error
from model training is stable after 30 iterations of training
for the traditional hypothesis model. After the 40th iteration,
the average relative error in female model training is likely to
be 0.0164. Fifteen sets of validation samples were used to
study the predicted model and validate the model after train-
ing. The results of the validation show that the average rela-
tive error of the model coincides and the model does not fit
linearly.

Using 345 sets of test samples, the traditional predictive
model is used to predict and analyze basic sports perfor-
mance after players have trained. The results of the prelimi-
nary analysis of the model are as follows.

Figures 10–12 are simulations, positive, and relative
error graphs that detect the current hypothesis model. It is
clearer that the two graphs of the predicted value and the
actual valueshown in Figure 10 are essentially consistent,
suggesting that the traditional hypothesis model can also

accurately predict a player’s basic fitness performance. From
the last two figures, the relatively small predictive deviations
of the predictive model also confirm that the enterprise
model has a very good predictive effect.

As shown in Table 2, the mean square deviation and rel-
ative error of the linear adjustment of the rigid body model
are 3.7841 and 0.0190. The predicted mean standard devia-
tion and the relative error average are 4.1784 and 0.0194.
From the statistical analysis above, it was proven that the
conventional prediction model was suitable for classroom
teaching. In all prediction processes, the accuracy of perfor-
mance assumptions is very high and the expected test value

Table 2: ANFIS prediction model training fitting error and test
error.

Standard
Training sample

fitting
Test sample
prediction

Mean square error 3.7841 4.1784

Average relative
error

0.0190 0.0194

Table 3: Comparison of prediction results between this prediction
model and traditional prediction model.

Standard Paper model Traditional model

Mean square deviation 2.6547 4.3215

Average relative error 0.0164 0.0197
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Figure 12: Relative error of test results of the traditional prediction
model.
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is close to the expected expectation value. This suggests that
traditional prediction models can be used to predict players’
basic sport performance.

(2) Comparison of the forecasting model in this paper
with the traditional forecasting model

As shown in Table 3 below, the MSE and MAPE
obtained after the detection of the BP neural network were
2.6547 and 0.0164, respectively. The current MSE and
MAPE obtained after the test are 4.3215 and 0.0197. The
values of the index of the previous two deviations are higher

than the latter. The real effect of the previous hypothesis is
stronger, and the ability of the whole model to self-study
and generalize is stronger. Subsequent analysis of the model
has shown that the BP neural network model developed in
this study is more suitable for solving optimal control corre-
lation problems. Therefore, the BP neural network model
developed in this article is more suitable for solving the
problem of predicting player fitness.

Taking the top three competition results of women’s
speed skating 500m, 1000m, 1500m, 3000m, and 5000m
in the 1st~17th Winter Olympic Games as samples, the
above algorithm is used for the generation training of Shen-
luo network model, and the competition results of women’s
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Figure 15: Actual and predicted results of the first place in 1500m
women’s speed skating in the 18th~21st Winter Olympic Games
(subject to the following seconds).
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Figure 16: Actual and predicted results of the first place in 3000m
women’s speed skating in the 18th~21st Winter Olympic Games
(subject to the following seconds).
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Figure 17: Actual and predicted results of the first place in
women’s speed skating 5000m in the 18th~21st Winter Olympic
Games (subject to the next seconds).
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speed skating 500m, 1000m, 1500m, 3000m, and 5000m in
the 18th~21st Winter Olympic Games are tested [18]. The
relevant data and calculation results are shown in
Figures 13–17.

From Figures 13–17, the calculated value obtained by the
BP neural network prediction model has high fitting accu-
racy with the actual value. The predicted value calculated
by the BP neural network model may be inconsistent with
the actual value. What it expresses is only a trend that sports
performance may develop and change in the future.

The collected speed skating results are statistically ana-
lyzed and least square fitted, and the data are analyzed in
MATLAB simulation software. The neural network adopts
a three-layer network structure, and the learning and train-
ing parameters are NEj∗ðtÞ = 1 + 9e−t/1024 = 12, the speed
skating performance test set, the number of yards is 1024,
the interference intensity of environmental information on
the prediction model is set to 13 dB, the time interval of data
sampling is 1.5D, and the number of iterations is 10000.

Taking the above collected speed skating performance
statistical samples as the test set, the speed skating perfor-
mance prediction model is simulated and analyzed, and
the comparison results of prediction errors of different
methods are obtained, as shown in Figure 18.

Based on the results of the above modeling, the following
conclusions are drawn: (1) With the increase of iteration
steps, the prediction error decreases, because through multi-
ple iterations, more a priori information of speed skating
performance is used, which improves the prediction accu-
racy. (2) The error of speed skating performance prediction
using this model is less than that of traditional methods, and
the maximum difference is 35.98%. Because this method
uses factor analysis and neural network training to cluster
and fuse the data information of speed skating performance,
it improves the prediction accuracy and has a good perfor-
mance in convergence and robustness.

5. Conclusion

First, a dimensional reduction is performed on a sample of
sports performance data collected by analysis of key compo-
nents. The MATLAB simulation test is then performed on
the generated hypothesis model, and the accuracy of the
hypothesis results of the hypothesis model and the tradi-
tional hypothesis model is evaluated by MAPE and MSE.
Finally, the preliminary results of the women’s 500m,
1000m, 1500m, 3000m, and 5000m races at the Winter
Olympics were predicted, and a BP neural network model
based on basic component analysis and genetic algorithms
proved to be more suitable for athletes’ speed skating. In
the assumptions of results, this suggests that the neural net-
work prediction model is characterized by low initial data,
high accuracy, and better reflection of development trends
in specific sports performance levels. Predicting sports per-
formance using neural network models is important for sci-
entifically guiding training and enriching the theory of
competitive sports training, and further discussion and
research is needed.
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