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�e simpli�cation of three-dimensional (3D) models has always been a hot research topic for scholars. �e researchers simpli�ed
di�erent parts of the 3D point cloud data from both global and local information. Aiming at the need to retain detailed features in
the simpli�cation of 3Dmodels, the neural network (NN) technology is �rstly analyzed and studied, and a simpli�ed algorithm for
regional segmentation of geometric models based on Graph Convolutional Neural Network (GCNN) is proposed. Secondly, based
on the idea of dense connection of DenseNet network structure, a symmetric segmentation model is established. �e left part
continuously performs Down-Sampling and local feature aggregation on the original geometric model through the Weighted
Critical Points (WCPL) algorithm and edge convolution operation and performs compression encoding. At the same time, the
right part uses the interpolation method for Up-Sampling the encoded data to increase the number of data points and feature
dimensions, so as to restore the point cloud data to the dimensions before processing. Finally, it is restored to the dimension size of
the original data to realize the end-to-end output of the segmentation model. Comparing the results with other segmentation
models, it shows that (1) as the number of iterations increases, the regional accuracy of the training set increases; (2) after 1000
training rounds, from the perspective of the segmentation e�ect of a single category of objects, the model has good segmentation
e�ect and has application prospects; and (3) compared with other models, the segmentation interaction ratio of the model is at a
relatively mature level. �e �ndings can provide a reference for the application of the segmentation technology of related
geometric models and neural networks in the �elds of similar models and image segmentation.

1. Introduction

In recent years, the three-dimensional (3D) image of the 3D
model clearly describes the actual object due to the rapid
progress of computer equipment and virtual reality tech-
nology. �erefore, 3D models are gradually widely used in
scienti�c research and people’s lives, such as in reverse
engineering, 3D animation, professional medical �eld,
design of the 3D game, and other �elds [1]. �e number of
present 3D models is growing exponentially, and massive
3D models are created and published every day, which
leads to a large amount of memory space for the number of
these models [2]. Hence, separating the model’s “sub-
components” from the overall model to improve its re-
usability has become an important topic for researchers [3].
�e data attributes of the 3D geometric model are

completely di�erent from those of audio, image, and video.
Sound can be regarded as a one-dimensional linear
function of time. �e image can be regarded as a two-
dimensional (2D) plane function in the left, right, up, and
down directions. Video can be taken as a function of 3D
space about time and space, in which time is one-di-
mensional and space is 2D. �ey are all sampled orderly
and regularly in Euclidean space, and then converted into
binary data [4].

�e commonly used model in the �eld of graph seg-
mentation is the supervised neural network model based on
the information di�usion mechanism. Its principle is that
di�erent graph nodes exchange information through
interconnected edges, and update their respective states until
they reach overall stability. �e state of each node is syn-
thesized as the �nal output of the network model, and the
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corresponding learning algorithm is introduced to estimate
the model parameters [5]. At present, Graph Neural Net-
works (GNN) in neural networks are closely related to the
segmentation of geometric models. However, due to the
irregularity of 3D geometric model data, traditional con-
volutional neural networks (CNN) cannot directly process
the data of geometric models [6]. Graph Convolutional
Neural Network (GCNN) has received more and more at-
tention recently, especially in the modeling of non-Eu-
clidean domain data; some GCNN-based irregular data
modeling methods have also achieved very mature results.
*erefore, the geometric model data modeling based on
GCNN is an effective and applicable method [7].

Gori et al. (2020) proposed a GNN model based on
spectral methods. *e model is guided by a solid mathe-
matical theoretical foundation. It uses the overall structural
information of graph data and processing methods such as
Fourier transformation of graph signals. *e state of the
internal nodes of the graph data is calculated and updated
recursively, and the expression output of the overall graph
structure data is obtained. However, the spectral method-
based GNN model has many limitations. First, when it
processes graph data, the entire graph structure needs to be
loaded into the memory for calculation at the same time, and
cannot be calculated in batches. When the structure is very
large, this method will be difficult to carry out; second, it can
only calculate and process undirected graphs and graphs
whose edges do not contain attribute features but cannot
process directed graphs and other vector diagram structures.
As a result, later researchers also proposed other structural
forms of GNN models [8]. Scarselli et al. (2021) put forward
a GNN model based on the spatiotemporal domain. *e so-
called GNN network structure takes a single graph node as
the basic computing unit instead of the entire graph
structure. *e node contains the feature information of the
graph data, and the edge denotes the dependencies between
each node. *e feature representation of each node is ag-
gregated from the features of the node itself and the features
of its adjacent nodes [9].

Looking at the relevant literature, it can be known that
the previous research literature has proposed the relevant
GCNN model and used the model to segment the image.
However, there are few studies on 3D graphics segmenta-
tion, and most of the existing 3D segmentation models study
single-image segmentation. Hence, on the basis of GCNN, it
proposes a 3D geometric model segmentation algorithm
based on GCN, uses the characteristics of GCNN to im-
plement a segmentation model, and compares the seg-
mentation effect and accuracy of the model to provide a
reference for related geometric model segmentation
research.

Firstly, the neural network technology is analyzed, and
the specific network technology to be used in the research,
namely, GNN technology is determined. Secondly, the GNN
technology and GNN structure are further discussed, and
the WCPL Down-Sampling algorithm is studied. Finally, a
GCNN ensemble segmentation model is comprehensively
proposed, and the designed GCNN segmentation model is
tested using the ShapeNet parts dataset.

2. Methods

2.1. Analysis of Neural Network Technology. *e Artificial
Neural Network (ANN) is an intelligent model that classifies
and processes information according to the structural
characteristics of animal neural networks [10]. It has a
complex structure, so it can process data in different ways
according to the changes of internal nodes [11]. *e core
part of the biological neural network (BNN) is the human
brain neural network, which is the basis of ANN. *e re-
search content of the human brain neural network is mainly
the structure, application, and function of the human brain
network [12].

ANN is the simplified technical model of BNN. Its main
task is to rely on the theoretical basis of the human brain
neural network, select the appropriate ANN model
according to the actual needs, design the corresponding
neural network algorithm, and simulate some intelligent
activities of the human brain to achieve the target expec-
tation and solve the problem [13]. *erefore, BNN mainly
studies the mechanism of intelligence. ANN is the realiza-
tion of intelligent mechanisms, and the two complement
each other. Figure 1 shows the structure of neural network
technology.

Figure 1 indicates that the structure of a neural network
mainly includes three layers, and each layer is inter-
connected. Green is the input layer, blue is the output layer,
and orange is the hidden layer. When constructing the
structure of a neural network, the number of nodes in the
input and output layers needs to be fixed, while the number
of neural units in the hidden layer is not fixed, which can be
any value. *e meaning of the connected arrows in Figure 1
is the flow direction of data in the neural network operation.
*e data flow direction during operation is different from
that during the test. Each arrow represents a diverse weight
value. When calculating, the weight needs to be calculated
according to the training situation. In addition to the
structure expressed from left to right, another common
expression is to represent a neural network from bottom to
top. At this time, the input layer is at the bottom of the graph
and the output layer is at the top [14].

*e research of neural networks can be divided into two
aspects: theoretical and applied research [15]. *eoretical
research includes the following two categories. (1) It uses
neurophysiology and human cognition to analyze human
thinking and intelligence mechanisms. (2) It is to use the
theoretical knowledge and existing theoretical literature on
neural networks, and rely on mathematical methods to
explore the neural network model with more complete
function and better performance. *e performance algo-
rithms, such as network stability, convergence, fault toler-
ance, and robustness, as well as mathematical network
theories, such as neural network dynamics and nonlinear
neural fields, are further studied. Applied research can be
divided into the following two categories [16]. (1) It is the
research of software simulation and hardware imple-
mentation of neural networks. (2) It is the research on neural
network application in various fields, such as pattern rec-
ognition, signal processing, knowledge engineering, expert
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system, optimal combination, and robot control. *e ap-
plication of neural networks will be more in-depth with the
continuous progress of related theory itself and technologies.
Figure 2 displays the detailed classification of the neural
network model.

Figure 2 is to classify the neural network model from
different perspectives of the internal structure of the neural
network, which can be divided into the feedforward and
feedback networks. Among them, the feedforward network
is split into a single-layer feedforward network, a multi-layer
feedforward network, and a linear neural network. Multi-
layer neural networks include radial basis function neural
networks, Back Propagation neural networks (BPNN), fully
connected neural networks, and CNN. *e application of
single-layer feedforward neural network is mainly a single-
layer perceptron, and the application of a linear neural
network is mainly Madaline neural network. Feedback
networks are divided into Recursive Neural Networks,
Hopfield neural networks, and the brain-state-in-a-box
model [17].

2.2. Analysis of GNN. When analyzing the data of the 3D
geometric model, the traditional machine learning algo-
rithm generally divides the model into simple parts and
processes it through the segmentation of the geometric
model. However, this processing method will destroy the
overall structure relationship of 3D geometric model data,
resulting in the lack of model structure data. *ese missing
data will also lead to the loss of structural features of the
geometric model. *erefore, the research on algorithms that
can retain model data to the greatest extent is the focus in the
field of data modeling and segmentation [18]. In 2009,
scholars integrated the advantages of several previous neural
network models and proposed a more practical GNN model
[19]. *e GNN model is based on the supervised neural
network model of an information dispersion mechanism,
and carries out data transmission and exchange through the
connection edge between internal nodes to continuously

update the internal state and maintain the stability of the
structure. *e output value of the model is obtained by
calculating the state of each node, and the GNN model’s
parameter value is calculated according to the corresponding
learning algorithm [20, 21]. GNN model regards the nodes
connected inside the structure as a learning goal, and the
connected edges between nodes represent the dependencies
between nodes. Consequently, two nodes are connected,
including the data characteristics expressed by each node
and the common data characteristics between nodes. It
means that the state vector xv of each node is composed of its
own state information and the state information of its ad-
jacent nodes, that is,

xv � fw lv, lco[v], lnc[v], xnc[v]􏼐 􏼑,

ov � gw xv, lv( 􏼁,
(1)

xv means the node state vector; ov shows the output value of
the node; and fw refers to the local transformation function.
gw stands for a local output function, which describes the
generation process of output value. lv denotes label
information.

According to GNN model theory, the 3D geometric
model includes two parts of data. One is node information
and the other is edge information. For nodes, each node can
be regarded as a learning goal. *is state is composed of the
data characteristics represented by adjacent nodes and
connecting edges and the common data characteristics
between nodes. Moreover, it is learned through a corre-
sponding learning algorithm. Hence, the most important
content of GNN model research is to calculate the state of
internal nodes. How to select and train an appropriate local
transformation function fw and local output function gw is
the key to the model establishment [22]. However, the nodes
in the 3D geometric model are connected with each other to
form a circular and discrete structure. Consequently, GNN
uses iterative theory to calculate the state of nodes in the
graph. *rough continuous iteration, the attribute charac-
teristics of nodes in the graph are recursively propagated
until convergence. Finally, it can reach the equilibrium state
of the whole graph. *erefore, the status and output of the
node can be represented as follows:

xv(t + 1) � fw lv, lco[v], lnc[v], xnc[v](t)􏼐 􏼑,

ov(t + 1) � gw xv(t), lv( 􏼁,
(2)

xv(t) represents the state vector of the t-th iteration of the
graph node. Iterative state vector xv(t + 1) of round t + 1 is
determined by the state vector and attribute label of the t-th
round of the node, as well as the information of adjacent
nodes and connecting edges. fw and gw represent the
transformation function.

2.3. Structural Analysis of GCNN. CNN is the basis of image
data processing by the deep learning (DL)method. However,
the traditional convolution method can only be applied to
the grid image data conforming to the “Euclidean domain,”
and cannot be directly applied to the geometric model. With

Input layer Hinde layer Output layer

Figure 1: Structure of neural network.
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the increasing frequency of using the “non-Euclidean do-
main” in life, GCNN that can be applied to geometric model
segmentation has gradually attracted the attention of re-
searchers [23].*e GCNNmodel mainly applies the concept
of convolution operation in the traditional CNN model to
the geometric model data based on the GNN model. Unlike
the mosaic learning method, the GCNN model does not
need to convert the geometric model data into a low-di-
mensional continuous space vector in advance. It can di-
rectly input the whole geometric model into the structure.
*e graph convolution operation can retain the local feature
data of the geometric model, ensuring its structure’s overall
invariance and integrity to extract the overall features of
geometric model data more efficiently and output the feature
expression accordingly [24]. *e flow of the GCNNmodel is
indicated in Figure 3:

Figure 3 refers that the operation of GCNN is divided
into the forward propagation and back propagation. In the
forward propagation process, the input vector and target
output value are given after the initial value is input, the
hidden layer is calculated according to the internal operation
rules, and the output value of the output layer is calculated.
*e output value is compared with the target value to cal-
culate the deviation between the target value and the actual
output value. If the deviation value is within the allowable
range, the training will end and the weight and threshold are
fixed. If it is not within the allowable range, the error of
neurons in the network layer will be calculated. Moreover,
the error gradient is calculated to update the weight
according to it. *e output values of the hidden and output
layers are retrained to continue comparing the error until the
error value is within the allowable range [25].

Spectral Graph Convolution transforms node features
into signals in the Fourier domain. Fourier transform is to
convert the signal in the time domain into the signal in the
frequency domain.*e processing method is to integrate the
signal in the time domain with the characteristic function of
the Laplace operator. Based on Fourier transform, Spectral
Graph Convolution integrates the signal in the time domain
with the graph Laplace operator, aggregates the node fea-
tures by Laplace transform, and finally calculates the output
[26]. For the input image G, the Laplace operator matrix is

L � D − A. (3)

D is the diagonal matrix of nodes, and each element on
the diagonal of the matrix is the degree of each node in turn.
A is the adjacency matrix of graph nodes. Generally, the
symmetric positive definite normalization of the Laplace
matrix is indicated as follows:

L � IN − D
1/2 ∗A∗D∗D

− 1/2
, (4)
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Figure 3: Flow of GCNN.
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Figure 2: Classification of neural network models.
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IN represents the identity matrix of graph nodes.*e feature
decomposition of L can be expressed as follows:

L � U∩ ​ UT
. (5)

U� u0, u1, . . . , un􏼈 􏼉 is the eigenvector matrix sorted by
eigenvalue.

In the process of graph signal processing, the graph
signal represents the eigenvector X of graph nodes, X�

xi􏼈 􏼉i∈N. *e Fourier transform of X is as follows:

F(x) � U
T ∗x. (6)

*e inverse Fourier transform can be expressed as follows:

F
− 1

(􏽢x) � U∗ 􏽢x, (7)

􏽢x represents the converted signal obtained by the Fourier
transform of graph signal x. According to Laplace transform
principle, in image G, for the graph signal x, the convolution
operation through the convolution kernel g can be written as
follows:

xGg � F
− 1

(F(x)⊙F(g)). (8)

*e mathematical expression of spectral graph convo-
lution operation suggests that the convolution operation of
spectral GNN is similar to that in traditional CNN. *rough
the inner product operation of the convolution kernel, the
information expression of the previous layer is aggregated to
the next layer as the network input, and the final spectral
GCNN model is formed by stacking multiple convolution
layers [27].

2.4. WCPL Down-Sampling Algorithm. In the process of
processing point cloud data with a graph neural network, it
is often necessary to Down-Sample the point cloud to cal-
culate the high-level features of the point cloud. Common
Down-Sampling algorithms include farthest point sampling
(PointNet++ [28], ShellNet [29]), random sampling
(RandLA-Net [30]), grid sampling (KPConv [31]), and so
on. Although these algorithms can Down-Sample 3D point
cloud data simply and clearly, one problem with these
sampling algorithms is that they do not consider the im-
portance of each point.

Based on the criterion that the more 3D point cloud data
contributes to the feature after max-pooling, the higher the
importance of the point, the WCPL Down-Sampling algo-
rithm is proposed [32]. As shown in Figure 4, suppose there
are n points, and the feature dimension of each point is m.
*e purpose of WCPL is to select the d most important
points (Critical Points) from the n points. *e algorithm
operates as follows:

(1) Calculate a feature 1×d with max pooling. As can be
seen from the above figure, the result is actually: the
maximum value (max) of each column in the feature
matrix, and the obtained points are called Critical
Points. Here, the index of the maximum value
(arg_max) in each column is additionally recorded,
and an index array idx is obtained.

(2) In the obtained idx, a point may appear multiple
times. Use a Set to remove duplicates, and the
resulting index set uidx is called: Critical Set. At the
same time, the items of the same index are accu-
mulated to obtain a new feature fs, each of which
corresponds to each item of uidx one-to-one, and fr
represents the number of times each point
contributes.

(3) For uidx, sort in descending order according to fs,
and the index with the highest contribution comes
first. Got a sorted list of indices: suidx.

(4) *en according to this number of times, a repeat
operation is added later to get midx.

(5) To make the midx of different point cloud feature
maps the same length, use the resize operation to
adjust the midx.

(6) Use rmidx to generate a point set from the input
gather to complete the Down-Sampling operation.

2.5. Construction of GCNN Set Segmentation Model. To ac-
curately segment each point of the 3D point cloud data, the
network model constructed in this paper should be able to
identify deeper features of the point cloud data. *e Den-
seNet [33] network proposes a dense connection mechanism
that connects all layers with each other. Specifically, each
layer of the neural network accepts all the previous layers as
its additional input. In view of the great success of the
DenseNet network in the field of image semantic segmen-
tation, this paper proposes a 3D point cloud data seg-
mentation network with a connection density similar to the
DenseNet. *e structure is shown in Figure 5.

*e network proposed in this paper adopts the modes of
Encoder and Decoder. *e Encoder module can be divided
into four parts. *e first part consists of a k-NN Graph layer
with k� 40 and an Edge Convolution Multilayer Perceptron
(Edge Conv MLP) layer with 3 parameters in input and 64
parameters in output. *e remaining three parts are com-
posed of a WCLP layer, a k-NN Graph layer, and 2 Edge
Conv MLP layers. *e WCPL sampling method can dy-
namically adjust the number of data points calculated by
each module of the model and reduce the computational
complexity of the model. *eWCPL sampling points of part
2, 3, and 4 are 2048, 1024, and 512, respectively. In the
Encoder module, the point cloud data points are locally
divided by using k-NN Graph layers of different scales, and
local features are extracted and aggregated by using Edge
Conv layers of different scales. *e features output after the
convolution of the last side and the features output by the
previous layer of MLP together constitute the input of the
modifiedMLP. After a series of nonlinear transformations of
the MLP layer, the features are finally output to complete the
extraction of 3D point cloud data information.

In the Decoder module of the model, corresponding to
each module of the Encoder module, k-NN interpolation is
used to interpolate the set of sampled data points and up-
sampling to expand the number of data points and the
number of features in the dataset. Set the number of k-NN
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interpolation in each stage to be the same as the current
point cloud data, then double the number of point clouds
through an Up-sampling layer, and then use.

K-NN Graph layers of different scales to complete the
local division of point cloud data. After that, through the
edge convolution layer and through a series of MLP layer
nonlinear transformation finally output point cloud feature
data. *rough the Up-Sampling of the Decoder module, the
Down-Sampling feature dimension in the Encoder module
is restored to the original size.

In addition to the main Encoder and Decoder modules,
we also add cross-layer horizontal connections at the deepest
left and right ends of the model. *e fusion of different scale
features in the process of enhanced data segmentation
improves the model’s ability to obtain more local multi-scale
features.

3. Experiments and Results

3.1. 1e Experiment of GCNN Set Segmentation Model.
*e computer configuration used in this experiment is
Intel@CoreTMi7-7800X CPU, NVIDIA GeForce 3090
Ti(24G) GPU, and the operating system is Windows Pro-
fessional Edition. *e network model of this experiment is
built based on Pytorch1.2. *e segmentation experiments of
the geometric model use the ShapeNet part dataset. *e
original data set is trained and cleaned by CNN.*e specific
data cleaning steps are exhibited in Figure 6:

In Figure 6, first, the data of the initial data set is reviewed
to determine whether it is complete and whether there are
errors in the data, screen the wrong data, and discard the
unavailable data. Second, the preliminarily processed data is
sorted and cleaned. Data cleaning mainly refers to “cleaning”
the data by filling in missing values, smoothing noisy data,
identifying or removing outliers, and resolving inconsis-
tencies. It is mainly to achieve the following goals: format
standardization, abnormal data removal, error correction,
and removal of duplicate data. *e step of data integration is
further carried out. Data integration refers to the combination

of data from multiple data sources and unified storage to
establish a data warehouse. Meanwhile, the data are trans-
formed into a form suitable for analysis.We uniformly sample
4096 data points for each 3D point cloud model to generate a
point cloud dataset of a single object, which is used as the
original input of the point cloud separation model, and each
data point has a unique pre-label information label, which is
used as a supervised Point 3D Cloud segmentation experi-
ment test basis.

*e segmentation model parameters include edge con-
volution layers, fully connected layers, activation functions,
and other feature parameters. At the same time, each layer of
the network uses standardized operations to standardize the
input data, and adds a Dropout operation to theMLP layer at
the end of the network to prevent the network from
overfitting. *e dropout rate of neurons is 0.6; the opti-
mization process of the parameter uses the Adam optimi-
zation function, and the adjustment momentum is set to
0.85. *e initial learning rate is set to 0.001, and it is set to
dynamically decay, after every 20 training epochs, the
learning rate decays to the original 0.8. For each Up-Sam-
pling process, the number of interpolation data points of the
KNN interpolation algorithm is k= 1, the dimension is the
average of the feature dimensions of adjacent nodes, the
batch size is16, and the total epochs is 1000.

3.2. Accuracy Analysis of the Segmented Region. *e seg-
mented geometric model area is more accurate and abstract.
*e training sample set is trained for 20 iterations, that is, the
model after the previous training is used as the initial value
of the model for the next training. Figure 7 exhibits the
iterative training results of the segmentation model. Figure 7
reveals that as the number of training iterations increases,
the region recognition accuracy of the model on the training
set is higher. It means that the model’s performance is better
and better with the increase of training iterations, and *e
IoU performance of the model in the final training stage can
be stabilized at around 0.91.
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Figure 4: WCPL Down-Sampling flowchart.
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3.3. Intersection over Union (IoU) Analysis of Model Region
Segmentation. *e model area segmentation IoU is ana-
lyzed. IoU refers to the ratio of the intersection and union of
“prediction frame” and “real frame,” which is a perfor-
mance’s quantitative index at the pixel level. *e larger the
IoU is, the higher the overlap between the predicted value

and the real value is, and the more accurate the predicted
result is. *is formula 9 is used to describe the degree of
coincidence between two categories.*e formula numerator
is the intersection of the two classes, and the formula de-
nominator is the union of the two classes, so their ratio
represents the intersection ratio.
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Figure 5: Structural diagram of the geometric segmentation model.
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IoU �
A∩ ​B
A ⋃

​
B

. (9)

Figure 8 indicates that from the segmentation effect of
single category objects, the average IoU value of the seg-
mentation model has reached more than 0.85, and the
segmentation effect has reached a very mature level. *e
segmentation results of this model are compared with other
existing geometric segmentation models for different ob-
jects. Figure 9 denotes the results.

In Figure 9, the proposed algorithm and mainstream
point cloud data segmentation algorithms including
PointNet [34], KD-Net [35], PCNN [36], and Point CNN
[37] are used to segment Car, Lamp, Rocket, Knife, Chair,
and Motor. PCNNs can connect and create highly flexible
physiological filters. GCNN is a model based on CNN and
a simple attention mechanism, which integrates the rel-
atively new dilated convolution and gated convolution,
and adds some artificial features. From the overall effect,
the segmentation effect of the model proposed in this
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Figure 6: Steps for data cleaning.
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paper is better than other 3D segmentation models, which
proves the superiority of the algorithm proposed in this
paper.

4. Conclusion

*e 3D segmentation method based on the GNN model is a
recent research hotspot and difficulty in the field of data
modeling. Due to the irregularity of geometric model data,
traditional DL algorithms cannot be directly and effectively
applied to the modeling processing of geometric model data.
GNN model is an emerging hotspot in the field of DL. In
view of the need to retain detailed features in the simpli-
fication of 3D geometric model segmentation, a region
segmentation algorithm based on GCNN 3D geometric
model is proposed. *e algorithm avoids the disadvantage
that the traditional CNN cannot directly act on the data
processing of the geometric model, and has strong anti-noise
ability and robustness. *rough the comparison experi-
ments with other segmentation algorithms and the IoU of
segmentation results, the findings manifest that this method
is a convenient, practical, and effective region segmentation
algorithm, and the segmentation model has a good seg-
mentation effect, which can provide an auxiliary role for the
segmentation of geometric models. *e research results can
provide a reference for the application of related geometric
model segmentation technology and neural network in the
field of geometric model and image segmentation. *e
disadvantage is that due to the short research time and the
limited number of samples, the scope and depth of the

investigation have certain deficiencies, and the sample size is
small. In the future, the scope of the investigation will be
expanded for further research. Meanwhile, neural network
technology keeps pace with the times, and new technologies
will be updated and used in the future. *e theory and
practice will be deeply combined, and follow-up in-depth
research will be carried out.
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Y. D. Zhang, “Covid-19 classification by FGCNet with deep
feature fusion from graph convolutional network and con-
volutional neural network,” Information Fusion, vol. 67,
pp. 208–229, 2021.

[26] X. Yu, S. Lu, L. Guo, S. H.Wang, ResGNet-C, and Y. D Zhang,
“ResGNet-C: a graph convolutional neural network for de-
tection of COVID-19,” Neurocomputing, vol. 452, pp. 592–
605, 2021.

[27] W. Chen, M. Jiang, and W. G. Zhang, A novel graph con-
volutional feature based convolutional neural network for stock
trend prediction, Information Sciences, vol. 556, , pp. 67–94,
2021.

[28] C. R. Qi, Li Yi, H. Su, and J Leonidas, “Pointnet++: deep
hierarchical feature learning on point sets in a metric space,”
in Proceedings of the Advances in Neural Information Pro-
cessing Systems, pp. 5099–5108, California, USA, December
2017.

[29] Z. Zhang, B. S. Hua, and S. K. Yeung, “Efficient point cloud
convolutional neural networks using concentric shells sta-
tistics,” in Proceedings of the IEEE/CVF international con-
ference on computer vision, pp. 1607–1616, Seoul, Korea, 2019.

[30] Q. Hu, B. Yang, L. Xie et al., “Randla-net: efficient semantic
segmentation of large-scale point clouds,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 11108–11117, 2020.

10 Mobile Information Systems



[31] H.*omas, C. R. Qi, J. E. Deschaud, BMarcotegui, F Goulette,
and L Guibas, “Kpconv: flexible and deformable convolution
for point clouds,” in Proceedings of the IEEE/CVF interna-
tional conference on computer vision, pp. 6411–6420, Seoul,
Korea (South), November 2019.

[32] E. Nezhadarya, E. Taghavi, R. Razani, B Liu, and J Luo,
“Adaptive hierarchical down-sampling for point cloud clas-
sification,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 12956–12964,
Seattle, WA, USA, June 2020.

[33] F. Iandola, M. Moskewicz, S. Karayev, R Girshick, T Darrell,
and K Keutzer, “Densenet: implementing efficient convnet
descriptor pyramids,” 2014, https://arxiv.org/abs/1404.1869.

[34] C. R. Qi, H. Su, K. Mo, and L J Guibas, “PointNet: deep
learning on point sets for 3D classification and segmentation,”
in Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 652–660, Honolulu, HI, USA, July
2017.

[35] R. Klokov and V. Lempitsky, “Escape from cells: deep kd-
networks for the recognition of 3d point cloud models,” in
Proceedings of the IEEE International Conference on Computer
Vision, pp. 863–872, Venice, Italy, October 2017.

[36] K. Zhan, J. Shi, H. Wang, Y. Xie, and Q Li, “Computational
mechanisms of pulse-coupled neural networks: a compre-
hensive review,” Archives of Computational Methods in En-
gineering, vol. 24, no. 3, pp. 573–588, 2017.

[37] Y. Li, R. Bu, M. Sun, W Wu, X Di, and B Chen, “Pointcnn:
convolution on x-transformed points,” in Proceedings of the
Neural Information Processing Systems, pp. 820–830, 2018.

Mobile Information Systems 11


