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Cloud computing has played a strong role in promoting the accounting informatization of small and medium-sized enterprises,
which is helpful to accelerate the construction of accounting informatization. In order to improve the accounting informatization
construction effect of small and medium-sized enterprises, this paper proposes an improved ISCA accounting informatization
model based on cloud computing and proposes a semisupervised clustering method of accounting information based on the
minimum prototype cluster to classify accounting information. Moreover, this paper uses labeled samples to measure the
compactness and purity of clusters and guide the splitting of clusters and constructs a corresponding intelligent model
structure. The research shows that the improved ISCA model proposed in this paper has a very obvious effect on the
improvement of application of accounting informatization in small- and medium-sized enterprises in the cloud computing
environment.

1. Introduction

With the rapid development of information technology,
information management plays an increasingly important
role in the modern management of enterprises and plays
an irreplaceable role in improving enterprise management,
improving enterprise management, and strengthening core
competitiveness. On the other hand, as an important part
of informatization management, improving accounting
informatization is an inevitable requirement of informatiza-
tion management. In view of the proportion of SMEs in the
total number of enterprises and their role in promoting eco-
nomic and social development, it is of great practical signif-
icance to improve their accounting informatization level to
realize informatization management. As a new form of busi-
ness service, cloud computing can provide customers with
IT-related resources and services in the form of leasing,
which enhances the availability of resources. Moreover, it
has many advantages, including lower cost, comprehensive
utilization of resources, convenient deployment, and flexible
use. According to the company size and business character-

istics of small- and medium-sized enterprises, cloud com-
puting can provide convenient and efficient financial
information management and overcome the inefficiency of
traditional financial management. With the rapid develop-
ment of the Internet, the construction of accounting infor-
matization needs to be organically combined with the
development of cloud computing and to make full use of
the advantages of cloud computing to further promote the
healthy and sustainable development of accounting informa-
tization in small- and medium-sized enterprises.

With the in-depth development of the Internet industry,
cloud computing can provide a new service model for the
problems existing in small- and medium-sized enterprises
and can better meet the requirements of the times in terms
of daily maintenance costs and better meet the personalized
and differentiated requirements of customers’ accounting
information construction. As an innovative form of infor-
mation construction, cloud computing helps to connect the
relationship between various departments of the enterprise
in the process of massive information calculation and pro-
cessing and is particularly effective for information islands.
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Realize cloud computing accounting informatization in
small- and medium-sized enterprises, and improve the value
of enterprises. Relying on the rapid development of cloud
computing, water companies can easily and effectively carry
out accounting information management work, which is
helpful for enterprises to improve accounting work, solve
household registration, and collaborate online, which is
helpful to existing problems. Through in-depth research on
the development trend of accounting informatization and
cloud computing, we will provide feasible development mea-
sures from a multidisciplinary perspective, provide impetus
and ideas for the construction of corporate accounting infor-
matization, and provide reference for enterprises and other
enterprises to establish new information management sys-
tems It has important practical significance for enterprise
accounting informatization under the new situation.

Due to the constraints of high system construction and
maintenance costs, lack of attention by management, and
lack of professional talents, the progress of accounting infor-
matization in small- and medium-sized enterprises is rela-
tively slow. This is because most small- and medium-sized
enterprises are in the starting or developing state, and many
are facing the problem of shortage of funds and talents. In
addition, the management of enterprises pays more atten-
tion to the input-output ratio and is more willing to invest
limited funds into actual business. Therefore, with the study
of the cloud accounting model of accounting informatiza-
tion for small- and medium-sized enterprises as the core,
we strive to help small- and medium-sized enterprises in
the construction and application of cloud accounting,
thereby reducing their accounting informatization construc-
tion costs, improving management efficiency and market
competitiveness, and thus promoting their economic devel-
opment. .

This paper combines the improved ISCA model to study
the application and promotion effect of accounting informa-
tization in small- and medium-sized enterprises in the cloud
computing environment and promote the construction pro-
cess of accounting informatization in small- and medium-
sized enterprises.

2. Related Work

Since cloud computing is the basis of cloud accounting and
is a relatively unfamiliar field, we should first understand
the concept, classification, characteristics, hot issues, and
how to solve them of cloud computing. Literature [1] intro-
duces various concepts, 5 characteristics, 3 service types, and
4 deployment modes of cloud computing and other basic
contents and gives a detailed description of the key technol-
ogies used in cloud computing and the current status of
domestic applications. The introduction of the basic knowl-
edge of cloud computing is relatively comprehensive, and it
is a good literature as an introduction to the basic knowledge
of cloud computing. Literature [2] analyzed the strategic sig-
nificance and development status of cloud computing and
put forward corresponding countermeasures on how to pro-
mote the development of cloud computing. Literature [3]
analyzes the security problems in the application process of

cloud computing and the corresponding technical counter-
measures, but the limitation is that this paper only proposes
countermeasures from the technical level, which is not com-
prehensive enough. The literature [4] expounds the security
risks of cloud computing and puts forward corresponding
security strategies from the aspects of technology, manage-
ment, law, and security standards, and the perspective is
more comprehensive. At present, cloud computing has a
great impact on its development due to the lack of unified
standards. Literature [5] proposes three existing cloud com-
puting standards research by analyzing the research status of
international and domestic cloud computing standards, as
well as the research progress of cloud computing standardi-
zation. Big problem, but no corresponding solution has been
proposed. The concept of cloud accounting has only
appeared in recent years, but many scholars have published
papers to discuss relevant issues. Literature [6] gives a more
comprehensive and accurate description of the meaning of
cloud accounting, and introduces the generation, basic
architecture, advantages, operation mechanism, and security
mechanism of cloud accounting, and also summarizes the
problems that cloud accounting still needs to solve. This
book gave me a more systematic understanding of cloud
accounting. Literature [7] mentioned the data security and
standard problems and solutions of cloud accounting, but
the research is more in-depth. Literature [8] analyzes the
problems encountered in the development of cloud account-
ing from five aspects and proposes corresponding solutions,
but the content is relatively simple. Literature [9] expounds
the advantages and dilemmas of cloud accounting, but does
not propose solutions. Literature [10] studied the environ-
mental issues of accounting informatization from multiple
perspectives and demonstrated that cloud computing is an
inevitable trend of accounting informatization from an envi-
ronmental perspective. Development strategies are pro-
posed. Literature [11] introduces and discusses the SaaS
model and PaaS and IaaS model of cloud accounting, but
due to space limitations, the research on the SaaS model that
is the most widely used by small- and medium-sized enter-
prises is not deep enough, and the comparative study of
cloud computing model and traditional model informatiza-
tion is not comprehensive enough. Literature [12] analyzes
the strategies and safeguards for small- and medium-sized
enterprises to build cloud accounting based on the case of
small- and medium-sized enterprises applying cloud
accounting. The case enterprises are still in the state of com-
puterized accounting before implementing cloud account-
ing. The application of enterprises is more advantageous
than computerized accounting” to demonstrate that the case
company directly converted from computerized accounting
to cloud accounting. Literature [13] analyzes the four prob-
lems of the current informatization development of small-
and medium-sized enterprises and puts forward correspond-
ing countermeasures. Although the analysis is simple, the
generalization is strong and comprehensive. The literature
[14] analyzes the problems and countermeasures of the
development of accounting informatization in small- and
medium-sized enterprises, but from the five stages of
accounting informatization planning, construction,
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operation, maintenance, and evaluation, the analysis is more
in-depth.

Literature [15] expounds the concept of cloud comput-
ing, and believes that cloud computing is a service model
based on the Internet, and provides users with infrastructure
resources such as software and hardware, and users only
need to pay a small amount of rent. Literature [16] believes
that privacy protection is an important issue in cloud com-
puting, mainly involving legal compliance and user trust,
and proposes methods to protect user privacy. Literature
[17] believes that the nature of cloud computing leads to
the emergence of security problems and proposes corre-
sponding solutions. It also analyzes the security vulnerabili-
ties of mobile cloud computing and looks forward to future
research directions. Literature [18] believes that cloud com-
puting is an advanced concept and technology, which pro-
motes the development of enterprises with high-quality
services, and conducts research from the definition, advan-
tages and disadvantages of cloud computing, and cloud
decision-making models. Literature [19] summarizes various
advantages of cloud accounting by comparing with tradi-
tional accounting informatization. Literature [20] compared
cloud accounting and traditional accounting informatization
to highlight the technical and development advantages of
cloud accounting, and also mentioned new problems that
may arise in the application of cloud accounting, but did
not propose corresponding solutions.

3. Semisupervised Clustering Method for Image
Scenes Based on Minimal Prototype Clusters

In the classification of accounting information image scenes,
due to the complexity of accounting information image
scenes, the constituent elements of different accounting
information image scenes are very different. Moreover, there
are intraclass differences and interclass similarities in each
scene category. In the process of solving practical problems,
the actual labels of the data samples divided into the same
cluster after clustering may be different, that is, the problem
that the results in the same cluster are not pure enough. The
main reason is that the sample data has low-density separa-
tion and the clusters are not compact enough, which leads to
the inability of the decision boundary to perfectly divide the
dense area and the sparse area in the sample space. Based on
these factors, we have the idea of splitting these less pure and
compact clusters, making the divided clusters purer and
more compact, and then making the results of semisuper-
vised clustering more accurate. Therefore, the concept of
“minimum prototype cluster” is proposed in this chapter,
and the clusters that are not pure and compact are split until
all clusters have the same label of labeled data, so as to
achieve the pure effect of the final clustering result. Then,
these pure and compact clusters finally obtained at this time
are called “minimum prototype clusters.” In short, it is to
split the cluster that is not pure and compact enough, and
the cluster obtained after splitting is the smallest prototype
cluster.

The basic steps of splitting the impure cluster to obtain
the smallest prototype cluster are shown in Figure 1. We

assume that there are 2 different accounting information
image scenes in a set of sample data. There are two classes
in Figure 1(a) and their labels are class 1 and class 2, namely,
class 1 is represented by blue, and class 2 is represented by
yellow. At the same time, there are labeled data and unla-
beled data in both classes, namely, labeled and unlabeled.
After traditional clustering, the result shown in Figure 1(b)
is obtained; the data samples are simply divided into two cir-
cles, cluster 1 and cluster 2, namely, cluster 1 and cluster 2.
According to the labeled sample data, both cluster 1 and
cluster 2 contain more than one kind of labels; that is, both
cluster 1 and cluster 2 are impure clusters, and the obtained
classification results are also inconsistent with the correct
division state. So in Figure 1(c), according to the labeled
sample data, we further split cluster 1 and cluster 2 to obtain
cluster 1, cluster 2, cluster 3, and cluster 4. That is, we split
the original two impure clusters to obtain four minimal pro-
totype clusters and then divide these four minimal prototype
clusters into two categories class 1 and class 2 according to
the labeled samples. The final classification result is
completely consistent with the correct classification state.

We assume that X is the sample space defined on an
unknown distribution, XL = fxL1,⋯,xLNg ⊂ X is the labeled
data sample set, XU = fxU1,⋯,xUMg ⊂ X is the unlabeled
data sample set, C = fc1,⋯,cJg is the class set, P = fp1,⋯,
pKg is the cluster set, and jPj ≥ jCj, S = fs1,⋯,sKg is the label
set of the cluster set, and all clusters pi in P have label siϵC.
YL = ðyL1,⋯,yLNÞT is the set of class label vectors for XL, and

YL′ = fyL1′ ,⋯, yLN′ Þ
T
is the set of label vectors for XL. In order

to combine labeled and unlabeled datasets, the objective
function for defining semisupervised clustering is shown in

J XL, XU , YL, YL′ ;Θ
� �

= λI YL, YL′ ;Θ
� �

− 1 − λð ÞΦ XL, XU ;Θð Þ,
ð1Þ

where λ ∈ ½0, 1� is a weight parameter and Θ is the model of
the objective function. The first item IðYL, YL′ ;ΘÞ is used to
measure the density of the cluster P, the definition of I is
shown in formula (2), and the second item ΦðXL, XU ;ΘÞ
is the unsupervised clustering loss function.

I YL, YL′ ;Θ
� �

= 〠
K

i=1

ni
N

ni+
ni

� �ei/2 Cj j+1
, ð2Þ

where ni and ni+, respectively, represent the total number of
labeled data samples in cluster Pi and the number of cor-
rectly predicted labeled data samples, and obviously 0 ≤ ni+
≤ ni. N is the number of labeled samples; ei is the number
of samples in cluster Pi with labels different from those in
Si, obviously 0 ≤ ei < jCj. For each cluster, Pi, I is correlated
with ni+ and negatively correlated with ei. Since 0 ≤ ni+ ≤ ni
and 0 ≤ ei < jCj, it can be deduced that when ni+/ni = 1,
IðYL, YL ;ΘÞ is the largest, and when ni+ = 0, IðYL, YL ;ΘÞ is
the smallest; that is, IðYL, YL′ ;ΘÞ is a convex function with a
maximum value. At the same time, lim

nk⟶ni
IðYL, YL ;ΘÞ = 1,

lim
n∗⟶ni

ΦðXL, Xv ;ΘÞ = 0 and can also be derived. Because of λ
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∈ ½0, 1�, formula (1) converges when ni+ approaches ni infi-
nitely; that is, lim

nu⟶nL
JðXL, XU , YL, YL′ ;ΘÞ = 1 .

Considering that the two terms in formula (1) may
belong to different scales, we normalize the two terms in
the jth iteration to the range [0,1], as in

I j′ YL, YL′ ;Θj

� �
=

I j YL, YL′ ;Θj

� �
∑tIt YL, YL′ ;Θt

� � ,

Φj′ XL, XU ;Θð Þ = Φj XL, XU ;Θj

� �
∑tΦt XL, XU ;Θtð Þ ,

ð3Þ

where and Φ jðXL, XU ;ΘjÞ represent the values of I and Φ in
the jth iteration, and the final objective function of the jth
iteration is

J j XL, XU , YL, YL′ ;Θj

� �
= λI j′ YL, YL′ ;Θj

� �
− 1 − λð ÞΦj j

′ XL, XU ;Θ j

� �
:

ð4Þ

The flowchart of the semisupervised clustering method
of accounting information image scene based on the mini-
mum prototype cluster is shown in Figure 2. First, the algo-

rithm inputs the dataset and initializes the parameters. Next,
the algorithm performs clustering to determine whether
there are impure clusters in the clustering results. If there
are impure clusters, the impure clusters are split. After split-
ting, the algorithm updates the model parameters, generates
new clusters, and determines whether the newly generated
clusters are bad clusters. If it is a bad cluster, the algorithm
deletes the bad cluster and reclusters. If it is not a bad cluster,
the algorithm continues clustering until there are no impure
clusters, or the value of the objective function decreases. At
this point, the set of minimum prototype clusters, that is,
the optimal cluster set, can be obtained, and the process end-
s.The splitting method in the process and the criteria for
judging bad clusters will be explained in detail in this
section.

Some newly generated clusters may degrade the perfor-
mance of the entire semisupervised clustering algorithm
due to factors such as noise and outliers. Therefore, the per-
formance of the newly generated clusters needs to be evalu-
ated according to some criteria. This paper uses the
prediction accuracy of labeled data as the evaluation crite-
rion for the performance of the new cluster. In the newly
generated clusters, the labeled data samples are used to cal-
culate the classification accuracy of the new clusters. When
the accuracy of a new cluster is lower than the average of

Class 1 - unlabeled
Class 1 - labeled
Class 2 - unlabeled
Class 2 - labeled

(a)

Cluster 1

Cluster 2 Class 1 - unlabeled
Class 1 - labeled
Class 2 - unlabeled
Class 2 - labeled

(b)

Cluster 2Cluster 1

Cluster 4

Cluster 3
Class 1 - cluster 1 - unlabeled

Class 1 - cluster 2 - unlabeled
Class 2 - cluster 3 - unlabeled

Class 2 - cluster 4 - unlabeled

Class 1 - labeled

Class 2 - labeled

(c)

Figure 1: Minimal prototype cluster.
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the accuracy of all clusters, the new cluster is called a “bad
cluster.” At this time, it is necessary to delete the bad cluster.
The deletion mentioned here is not to delete the sample data,
but to reassign a new cluster centroid for this bad cluster.
The criterion for judging whether a new cluster is a bad
cluster can be expressed by a formula. When the new cluster
P′ satisfies the following formula, the new cluster is a bad
cluster and needs to be deleted.

ACC p′
� �

< ∑ pj j
h=1ACC phð Þ

Pj j : ð5Þ

Semisupervised clustering algorithms based on minimal
prototype clusters can be extended to most clustering algo-
rithms, but are especially suitable for data partitioning-
based clustering algorithms such as K-means. It is well
known that the number of clusters K to be clustered in K
-means is a key parameter. However, the existing clustering
methods do not fully utilize the label information to find

the optimal value of the number of clusters K . Therefore,
we use a semisupervised clustering algorithm based on min-
imal prototype clusters to improve this problem.

We setM = fm1,⋯,mKg as the centroid, where each cen-
troid mj is defined in

mj =
∑xx∈Pj

xi
X j

�� �� , ð6Þ

where jXjj is the number of xi in cluster pj. The original loss
function definition of K −means is shown in

SSE XL, XU ;Θð Þ = 〠
K

j=1
〠
xi∈pj

xi −mj

		 		, ð7Þ

where pjϵP, K = jpj. The objective function of the semisuper-
vised K-means algorithm based on the smallest prototype
cluster is redefined using the semisupervised clustering

Start

Input dataset, initialize
the model

Cluster

No
Yes

The optimal cluster
set is obtained

End

No Yes

Screen out the "bad"
cluster

Update the model
parameters

The new cluster is a
"bad" cluster

Generate a new cluster

Update the model

Divide non - pure
clusters

All pure clusters or the
target function
value decreases.

Figure 2: Flowchart of semisupervised clustering method based on minimal prototype cluster.
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algorithm based on the smallest prototype cluster, as
shown in

J XL, XU , YL, YL′ ;Θ
� �

= λI YL, YL′ ;Θ
� �

− 1 − λð ÞSSE XL, XU ;Θð Þ:
ð8Þ

Considering that the two terms in formula (8) may
belong to different scales, we normalize the two terms in
the jth iteration to the range [0,1], as in

I j′ YL, YL′ ;Θj

� �
=

I j YL, YL′ ;Θj

� �
∑tIt YL, YL′ ;Θt

� � ,

SSEj′ XL, XU ;Θð Þ = SSEj XL, XU ;Θj

� �
∑tSSEt XL, XU ;Θtð Þ ,

ð9Þ

where I jðYL, YL′ ;ΘjÞ and SSEjðXL, XU ;Θ jÞ represent the
values of I and SSE in the jth iteration, and the final objective
function of the jth iteration is rewritten as

J j XL, XU , YL, YL′Θj

� �
= λI j′ YL, YL′ ;Θj

� �
− 1 − λð ÞSSEj′ XL, XU ;Θj

� �
:

ð10Þ

See Algorithm 3 for the pseudocode of the semisuper-
vised K-means algorithm based on minimal prototype clus-
ters. First, the algorithm inputs relevant data and
parameters. Then, the algorithm initializes the empty set P
with the labeled data sample set in step 1. Then, in step 2,
the algorithm uses the labeled sample set to split impure clus-
ters based on the objective function, delete bad clusters, and
find the optimal number of clusters. Finally, in step 3, the
algorithm iteratively updates the cluster centroids according
to the optimal number of clusters, until the centroids do

not change or the value of the objective function decreases,
and the final optimal cluster set is obtained.

Figure 3 shows the framework of the method. First, the
algorithm trains a semisupervised clustering model on the
original dataset, and obtains the confidence that each unla-
beled data sample belongs to each class under the semisuper-
vised clustering. Then, the algorithm combines the
distribution of the original data and selects the distribution
of data samples with high confidence to add to the pseudo-
label dataset. At this time, if the sample set is still unbal-
anced, that is, there is a problem that the data samples of
the minority class are still insufficient, the algorithm will
use the oversampling method to obtain an oversampled
dataset. Then, the algorithm combines the pseudolabel data-
set, the original dataset, and the oversampled dataset to
obtain a new training dataset. Further, the algorithm uses
the new training dataset to obtain the predicted probability
results of each unlabeled data sample belonging to each class
under the classification method. Finally, the algorithm com-
bines the confidence prediction results of the semisupervised
clustering and the prediction probability results of the classi-
fication method to obtain the final classification result.

The objective function of the semisupervised K-means
algorithm based on the minimum prototype cluster is
shown in

J j XL, XU , YL, YL′ ;Θj

� �
= λI j′ YL, YL′ ;Θj

� �
− 1 − λð ÞSSEj′ XL, XU ;Θj

� �
:

ð11Þ

The minimal prototype cluster-based semisupervised K
-means algorithm splits impure clusters using the labeled
sample data and using the proposed objective function to
guide the clustering and splitting process. This method not
only satisfies the label information of labeled data as much
as possible, but also improves the problem that the cluster

Final result

Classification
prediction results

Classification
method model

Training dataset

Oversampling
dataset

Original
data set

Semi - supervised
clustering

prediction results

Pseudo-label
datasetsOriginal dataset

Semi - supervised
clustering

method model

Figure 3: Framework of classification method of accounting information image scene combined with semisupervised clustering.
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value in the K-means algorithm is difficult to determine and
promotes the development of clustering in the optimal
direction.

In order to filter out the pseudolabel data samples from
the unlabeled samples, the confidence that the sample x
belongs to the class yi is defined, and the definition is
shown in

P yi x ;Θjð Þ = 〠
sj=yi

P pj x ;Θj
� �

= 〠
sj=yi

1 −
x −mj

		 		
∑ Pj j

k=1 x −mkk k

 !" #
,

ð12Þ

where mj is the centroid of pj, sj is the label of cluster pj,
yi is the class label, yiϵY , and kx −mjk represent the dis-
tance from the sample x to the centroid mj of cluster pj.
In this chapter, this confidence formula is used as one of
the reference standards for short selection of pseudolabel
samples. The higher the confidence, the more likely the
sample is selected to be added to the pseudolabel sample
set. At the same time, according to the cluster centroids
obtained in the semisupervised clustering method, each
sample in DU is assigned to the nearest cluster using the
distance formula (6), and the proportion ci of unlabeled
samples in DU in each cluster is obtained. For each cluster
i, we select ci × n data samples with the highest confidence
in DU and put them into the pseudolabel dataset V , where
the value of n depends on the specific conditions of the
dataset, thus completing the construction of the pseudola-
bel dataset.

Before constructing an oversampling dataset, it is first
necessary to determine whether the samples of each category
in the new dataset composed of the original dataset and the
pseudolabel dataset are balanced, that is, whether there are
minority categories. Therefore, it is necessary to define a
criterion for judging whether the number of samples in the
ith class is too small. The definition of this criterion is
shown in

ri ≪
∑K

i=1ri
K

, ð13Þ

where ri is the number of samples in the ith class in the
dataset DU ∪DL ∪V and K is the number of classes.
When ri satisfies formula (13), that is, when d is much
smaller than the average number of samples in each category
in the dataset DU ∪DL ∪V , t the class needs to be over-
sampled to supplement the training set, until the number of
samples in any class does not satisfy formula (13).

This paper uses the synthetic minority oversampling
technique (SMOTE) to artificially synthesize some new
minority samples and then completes the construction of
the oversampling dataset.

xi new = xi + rand 0, 1ð Þ × x̂i − xið Þ: ð14Þ

The definition of SMOTE algorithm is shown in formula
(14). Its synthesis strategy is to randomly select a sample x̂i

from its nearest neighbors for each minority class sample
xi and then randomly select a point on the connecting line
between xi and x̂i as the newly synthesized minority class
sample xinew. The principle of the SMOTE algorithm is
shown in Figure 4. The blue dots are the majority class sam-
ples, the green solid star is the minority class sample, and the
green hollow star is the newly synthesized minority class
sample xinew.

The basic type of SVM is a linear classifier with the
largest interval defined in the feature space. Its basic
idea is to solve the partitioning hyperplane that can cor-
rectly divide the features and has the largest geometric
interval. The formula for dividing the hyperplane is
shown in

wTx + b = 0, ð15Þ

where w = ðw1 ;w2;⋯;wdÞ is the normal vector, which
determines the direction of the hyperplane, and b is
the displacement term, which determines the distance
between the hyperplane and the origin. Obviously, the
dividing hyperplane is determined by w and b. Then,
the distance from any point x in the sample space to
the hyperplane (w, b) is shown

r = wTx + b = 0
�� ��

wk k : ð16Þ

If it is assumed that the hyperplane (w, b) can cor-
rectly classify the training samples, then, ðxi, yiÞ ∈D sat-
isfies

wTxi + b ≥ 1, yi = +1,
wTxi + b ≤ 1, yi = −1:

(
ð17Þ

As shown in Figure 5, the sample points circled in the
figure are the sample points closest to the hyperplane, and
these sample points are called support vectors, and they
satisfy the condition that the equal sign of formula (17)
holds.

f1

f2

Newly generated
sample points

Figure 4: Schematic of SMOTE.
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The sum of the distances from the two heterogeneous
support vectors to the hyperplane is shown in formula
(18), which is the interval.

r = 2
wk k : ð18Þ

To find the dividing hyperplane with the largest interval
is to find the parameters w and b that satisfy equation (19),
so that r is the largest.

maxw,b
2
wk k

s:t:yi wTxi + b
� �

≥ 1 i = 1, 2,⋯,m:

ð19Þ

Obviously, in order to maximize the interval, it is only
necessary to maximize kwk−1, which is equivalent to mini-
mizing kwk2. Therefore, formula (19) can be rewritten as

minw,b
1
2 wk k2

s:t:yi w
Txi + b

� �
≥ 1 i = 1, 2,⋯,m:

ð20Þ

The basic form of SVM is to require all samples to be
divided correctly. However, this requirement is often diffi-
cult to achieve in reality, and it is also difficult to determine
an appropriate kernel function to make the training samples
linearly separable in the feature space. Even if a certain ker-
nel function is found to meet the requirements, it is difficult

0
x1

x2

wTx + b = 0

wTx + b = 1

wTx + b = 1

r = 2
||w||

Figure 5: Support vector and interval.

0 x1

x2

wTx + b = 1

wTx + b = 1

Figure 6: Schematic diagram of soft spacing.
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to determine whether the result is caused by overfitting.
Therefore, in order to weaken the strict requirements for
the accuracy of sample division and allow errors in the divi-
sion of some samples, the concept of soft interval is pro-
posed. The principle is shown in Figure 6.

In Figure 6, the red circles are the samples that do not
satisfy the constraints. While using the concept of soft mar-
gin and using the slack variable as an alternative loss func-
tion, the SVM objective function is shown in formula (21).
Among them, w and b are the relevant parameters of the
SVM decision hyperplane, ξi is the slack variable, and C is
the given penalty parameter.

min
w,b,ξ

1
2 wk k2 + C〠

n

i=1
ξi

s:t:yi w
T ⋅ xi + b

� �
≥ 1 − ξi

ξi ≥ 0, i = 1,⋯, n:

ð21Þ

SVM is designed for binary classification tasks. For
multiclassification tasks, the one-versus method is used here.
In the case of K classification, the SVM multiclassification
method trains KðK − 1Þ/2 classifiers; that is, a classifier is
trained for every two categories. After that, the voting
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2.Establish 3.Information
system audit

Supervisory
control

Internal control
of the information

system

(a) ISCA model

Based on COBIT

Internal control
subject

System
self - control

Information
system

environment

Planning and
organization

Supervisory
control

Delivery and
support

Acquisition and
implement

Operational
control Self-evaluation

system

Programde sign
control

Operation and
maintenance control

Data processing
control

Hardware
equipment control

(b) Internal control system under the information system

Figure 7: ISCA model and its internal control system.
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method is used to obtain the predicted probability that the
sample xi belongs to the category ya, a is a positive
integer, and the definition of a ∈ ½1, K�$, $Pðyjx ;ΛÞ is
shown in

P y x ;Λjð Þ = ∑K
b=1H xi ; ka, kbð Þð Þ

K
,

whereH xi ; ka, kbð Þð Þ =
1, if xi ∈ ka
0, if xi ∉ ka

(
,

ð22Þ

where fðka, kbÞja ≠ b ; a, b = 1, 2,⋯,Kg is a set of classifiers
with a number of KðK − 1Þ/2. In the classifier ðka, kbÞ, if a
certain sample xi belongs to class a, then, Hðxi ; ðka, kbÞÞ = 1,
and if a certain sample xi belongs to class b, then, Hðxi ;
ðka, kbÞÞ = 0.

On the basis of obtaining the prediction results of semisu-
pervised clustering and SVM classification, the final prediction
results are obtained by combining the prediction probability
of semisupervised clustering and SVM classification. The
combination method is shown in

Table 1: The improvement effect of the improved ISCA model on
the application of accounting informatization in small- and
medium-sized enterprises in the cloud computing environment.

Number Boost effect

1 72.51

2 87.19

3 87.97

4 73.33

5 74.63

6 79.19

7 82.15

8 70.50

9 71.77

10 79.00

11 83.80

12 78.99

13 70.41

14 80.23

15 76.33

16 84.53

17 77.83

18 84.37

19 71.95

20 71.99

21 71.88

22 74.33

23 77.85

24 86.34

25 85.20

26 71.13

27 82.54

28 70.02

29 76.29

30 73.52

31 82.37

32 84.02

33 75.71

34 83.59

35 80.74

36 85.90

37 69.83

38 70.90

39 79.08

40 84.45

41 74.34

42 71.56

43 73.57

44 72.13

45 87.02

46 70.75

47 76.05

Table 1: Continued.

Number Boost effect

48 82.67

49 77.94

50 75.71

51 74.04

52 74.87

53 73.60

54 70.54

55 79.77

56 77.10

57 78.00

58 73.31

59 75.49

60 69.54

61 69.93

62 79.97

63 71.09

64 74.11

65 84.26

66 80.01

67 74.10

68 69.30

69 84.08

70 69.41

71 71.24

72 79.84

73 72.95

74 75.99

75 80.96
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P y x ;Θ,Λjð Þ = μP y x ;Θjð Þ + 1 − μð ÞP y x ;Λjð Þ, ð23Þ

where Pðyjx ;ΘÞ is the predicted probability result of the
semisupervised clustering method, which is calculated
according to formula (12). Pðyjx ;ΛÞ is the predicted prob-
ability result of the SVM multi-classification method, calcu-
lated according to formula (22). In formula (23), the weight
parameter μ is used to adjust the influence of semisuper-
vised clustering method and SVM classification method
on the final prediction, and the value of μ is determined
according to experience or cross-validation.

4. The Improvement Effect of the Improved
ISCA Model on the Application of
Accounting Informatization in Small- and
Medium-Sized Enterprises in the Cloud
Computing Environment

The connotation of accounting computerization work needs
to be improved and clarified. The concept of accounting
management informatization (referred to as accounting
informatization) is proposed, and the connotation of
accounting informatization work is the ISCA model. It
specifically includes three aspects. One is to establish and
implement the accounting information system under the
environment of modern information technology or com-
puter technology. The second is to establish an effective
and sound internal control system for the information sys-
tem. The third is to audit the information system. The
organic combination of the three constitutes the ISCA model
of AIS (accounting information system), as shown in
Figure 7(a). The internal control system under the informa-
tion system is shown in Figure 7(b).

Cloud computing is a model based on shared resource
computing pools such as networks, servers, storage, applica-
tions, and services, which can be accessed on demand. These
resource pools can be managed with minimal management
or can be quickly provided and released by interacting with
service providers. Cloud computing has five basic character-

istics, three delivery modes, and four deployment modes. The
cloud computing architecture of NIST is shown in Figure 8.

The construction mode of cloud accounting for SMEs is
shown in Figure 9.

On the basis of the above research, the improvement effect
of the improved ISCA model proposed in this paper on the
application of accounting informatization in small- and
medium-sized enterprises in the cloud computing environ-
ment is evaluated, and the results shown in Table 1 and
Figure 10 are obtained.

From the above research, it can be seen that the improved
ISCA model proposed in this paper has a very obvious effect
on the improvement of application of accounting informatiza-
tion in small- and medium-sized enterprises in the cloud
computing environment.

5. Conclusion

This paper compares cloud accounting and traditional
accounting informatization to highlight the advantages of
cloud accounting. Moreover, this paper analyzes it from
the perspectives of economy, technology, and policy, and
demonstrates that cloud accounting is the development
direction of accounting informatization for SMEs, which
can better help SMEs reduce capital investment, improve
management efficiency, and enhance market competitive-
ness. At the same time, this paper analyzes the existing
problems of cloud accounting and the corresponding solu-
tions, in order to promote the healthy development of
cloud accounting for small- and medium-sized enterprises.
This paper also provides a typical case of cloud accounting
construction scheme for small- and medium-sized enter-
prises, so as to provide some support and reference for
the construction and application of accounting informati-
zation in small- and medium-sized enterprises. The
research shows that the improved ISCA model proposed
in this paper has a very obvious effect on the improve-
ment of application of accounting informatization in
small- and medium-sized enterprises in the cloud comput-
ing environment.
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Figure 10: Statistical chart of the improvement effect of the improved ISCA model on the application of accounting informatization in
small- and medium-sized enterprises in the cloud computing environment.
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