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In view of the di�culty and low e�ciency of most existing algorithms in detecting large-scale community networks, an un-
supervised community detection algorithm based on graph convolution networks and social media is proposed. First, some
positive and negative sample nodes are labeled according to the node similarity to complete the graph segmentation. �en, the
improved graph convolution network model is used for training to obtain the local community where the given starting node is
located. Finally, the local community is optimized by setting the threshold of membership degree, so as to further screen the nodes
outside the community and obtain accurate community detection results. �e experimental analysis of the proposed algorithm
based on Flixster, Douban, and Yelp datasets shows that when the number of community divisions is 12, the modularity values on
the three datasets are 0.59, 0.62, and 0.69, respectively, and the standard deviations of F1 are 0.044, 0.048, and 0.040, respectively.
Overall, the proposed unsupervised community detection algorithm has better robustness.

1. Introduction

In the real world, the network has the following charac-
teristics: the edge distribution between vertices is uneven,
and the vertices have unequal degrees of height. In addition,
the distribution of edges is not only globally uneven but also
locally uneven. �e concentration of edges in special vertex
groups is very high, while the concentration between these
vertex groups is very low [1–3].�is feature of the network is
called community structure. Community, also known as
clustering or module, is a group of vertices that have
common attributes or play similar roles in the network.
�ere are various possible groups and organizations in a
society, and communities can also appear in network sys-
tems in other �elds such as biology, computer science,
engineering, economics, political science, and so on.
Community detection can determine the module and the
boundary of themodule, so as to classify the nodes [4, 5].�e
node in the community center may have important control
and stability functions in the community. Nodes at the edge
of the module play an important role in mediation and guide

the relationship and communication between di�erent
communities [6]. It can be seen that community detection
plays an important role in network analysis [7].

At present, the research on the static network com-
munity detection has been relatively mature, and scholars
have made many research achievements [8, 9]. �e static
community detection methods mainly include the methods
based on modularity, label propagation, matrix decompo-
sition, spectral clustering, local optimization, and so on [10].
Reference [11] proposed a graph-based label propagation
algorithm. By detecting the node similarity and connectivity
information included in the label propagation process, a
label propagation graph was constructed to obtain the
candidate community, and the connectivity component of
the label propagation graph was calculated, which e�ectively
realized the community detection. However, the algorithm
does not consider the association between the node and the
community, and the detection result has room for im-
provement. Reference [12] used the weighting method based
on the social attributes of links and the degree of public
adjacent nodes to update the �tness function, and
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introduced the concept of stability to control the expansion
of local communities, so as to complete accurate community
detection, but the method is too simple and has poor
universality. In order to improve the quality of community
detection methods in practical use, reference [13] compared
and studied six community detection methods. )e results
showed that Walktrap method produced the most com-
munities that met the hypothetical intervention require-
ments and had good detection performance. Reference [14]
proposed a probability matrix and an improved spectral
clustering algorithm of probability matrix for community
detection. Markov chain was used to calculate the transition
probability between nodes and construct a probability
matrix to realize community detection. )e algorithm has
good clustering performance and detection accuracy, but its
detection reliability needs to be strengthened in the face of
large-scale networks.

In recent years, deep learning has become a hot topic in
artificial intelligence and machine learning. Many machine
learning tasks, such as target detection, image classification,
machine translation, and natural language processing, once
relied heavily on manual feature engineering to extract rich
feature information, and these have been completely
changed by various deep learningmodels [15].)e success of
deep learning is partly due to the effectiveness of extracting
potential representations from Euclidean data. )erefore,
many scholars also try to extend deep learning to network
data. )is kind of model is called Graph Neural Network
(GNN) [16]. Reference [17] proposed a deep community
detection method including matrix reconstruction and
spatial feature extraction, which obtained the spatial adja-
cency matrix through the opinion leader and the original
adjacency matrix in the nearest reconstructed social net-
work. )is method used the automatic encoder based on
convolutional neural network to extract the spatial feature
vector of the reconstructed adjacency matrix, which effec-
tively improves the modularity of the algorithm. But due to
lack of the analysis of social media, the overall detection
accuracy is not high. Reference [18] proposed a method to
analyze the performance of community detection algorithm
using network visualization. Two algorithms were applied to
four real-world networks with various characteristics to
prove the usefulness and universality of this method. Ref-
erence [19] proposed a scheme to improve the existing
community detection algorithm by considering the infor-
mation topology and content. It can detect a more mean-
ingful community structure in the network with incomplete
information, but the discrimination of invalid information is
not high, resulting in the unexpected detection effect. Ref-
erence [20] realized community mixing in any number of
communities based on quantum annealing and gate quan-
tum technology. )e new hybrid algorithm produced
modular values similar to classical heuristics, which have
good detection effect and performance. However, the al-
gorithm complexity is high.

Based on the above analysis, aiming at the problems of
low detection accuracy and low robustness of existing al-
gorithms, an unsupervised community detection algorithm
based on graph convolution network and social media is

proposed. In order to make the graph convolution neural
network suitable for the unsupervised community division
field, the proposed algorithm uses the fixed same weight to
replace the training weight, improves the propagation rules,
and optimizes the local community by setting the threshold
of membership to further ensure the accuracy of community
detection. After a series of processing such as graph seg-
mentation, graph convolution network training, and result
optimization, the ideal community detection results can be
obtained, and the network complexity is simplified. )e F1’s
standard deviation of the proposed algorithm is 0.044, 0.048,
and 0.040 on the three datasets, respectively, which has
better robustness.

2. System Model

)e goal of local community detection is to find the com-
munity structure where the given starting node is located.
Formally, the original graph G is divided into two parts: one
part is the local community C containing the given node,
and the other part is the remaining nodes in the network,
that is, G–C.)e nodes in the local community C are closely
connected, while the nodes in the local community are
sparsely connected with the nodes outside the local com-
munity [21]. )e proposed community detection algorithm
is different from the previous algorithms. Most of the tra-
ditional algorithms are based on greedy and intelligent
evolution, and the proposed algorithm uses the semi-
supervised learning of graph convolution network and social
media to detect the community. )e overall structure of the
algorithm is shown in Figure 1.

)e algorithm can be roughly divided into three stages:
the first stage is graph segmentation and node labeling. )e
second stage is the training stage, that is, use the graph
convolution network for training to obtain the local com-
munity. )e third stage is result optimization, that is, deal
with the obtained community to make the result better.

3. Graph Segmentation and Node Labeling

In many large complex networks, such as Taobao shopping
network, there are a large number of communities, but
people often pay attention not to the community structure of
the whole network, but to the community where a node in
the network is located. )erefore, except for some infor-
mation around the node, other information in the network is
irrelevant. Consequently, a graph segmentation method is
proposed to remove the useless information in the network
while keeping the concerned content unchanged [22].

According to the general definition of community, the
nodes within the community are closely connected, while
the connections between communities are relatively sparse.
)en, due to the close connection between the nodes in the
community, the distances between the nodes in the same
community are very small. Based on this idea, a graph
segmentation method is designed: cutting the K-order
neighbor subgraph of a given starting node vi in the input
network. )e specific description is shown in Algorithm 1.
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In Algorithm 1, the inputs are network G and the given
starting node vi, and the output is the segmented subgraph
GΩ. )e algorithm first adds the given starting node vi to the
set GΩ (line 1). Next, find all neighbor nodes of the node vi,
add them to the set GΩ, and update the neighbor set N (line
2–6). Repeat the above process until the order reaches the
given threshold K. )e final output is the subgraph corre-
sponding to the set GΩ. It should be noted that in the later
process, the degree of nodes in the segmented subgraph
should also be maintained as the corresponding degree in
the original graph G. )e example of graph segmentation is
shown in Figure 2, in which it is assumed that the given
starting node is node 3 and the threshold K is 2.

After segmenting the original graph G, a smaller
subgraph GΩ is obtained. Before the semisupervised
training of graph convolution network, it is also necessary

to know the community labels of some nodes, so as to
calculate the loss value and update parameters after the
training of graph convolution network [23]. )erefore, the
next main task is to label some positive sample nodes (in
the community) and negative sample nodes (not in the
community). For the labeling of positive samples, the local
modularity function ϕ and the similarity between nodes
and communities are used for guidance, and the positive
samples do not need many, so the stop condition is set as
ϕ< 1, that is, the number of internal edges in the com-
munity is just greater than the number of external edges.
For the selection of positive samples, select the node that
can increase the local modularity ϕ and has the greatest
similarity with the community C(vi), where the given
starting node vi is located as the positive sample. )e
specific measurement method is as follows:

Input: Network G; the given starting node vi, the parameter K;
Output: Subgraph GΩ.
Begin

(1) Node set: GΩ � vi􏼈 􏼉.
2. φ � 1; N� {vi}

(2) Whileφ<Kdo
Neigh � ∅

(3) For each v ∈ N

Neigh← add the neighbor nodes of v into neighbor set Neigh
End for

(4) GΩ � GΩ ∪Neigh
(5) N←Neigh
(6) φ � φ + 1
(7) End While
(8) Construct a subgraph from nodes in set GΩ.

End

ALGORITHM 1: Pseudo code of graph segmentation algorithm.

Start

Enter network data and
start node 

1: Graph segmentation

Pattern node similarity
marker positive sample 

Data preparation

2: Training based on
graph convolution network 

3: Optimize the training
results 

Local community of
output starting node 

Mark negative samples
according to node distance End

Figure 1: )e overall structure of the proposed community detection algorithm.
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Δϕ �
ein + x

eout − x + y
−

ein

eout

, (1)

μϕ(v) �
max
vj∈NC

N(v)∩N vj􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 1

N vj􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
, Δϕ≥ 0,

0, Δϕ< 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

(1) represents the change of local modularity ϕ after a
node is added to the local community C(vi), where ein

represents the number of internal edges of the local com-
munity C(vi), eout represents the number of edges connected
between the local community C(vi) and external nodes; x

represents the number of neighbors of node vi in the local
communityC(vi), and y represents the number of neighbors
of node vi not in the local community C(vi). According to
the definition of x and y, the sum of x and y is just the degree
of the node vi. Equation (2) represents the membership
degree of a node v outside the local community belonging to
the local community, where N(v) represents the neighbor
node set of the node v; NC represents a collection of nodes
that are neighbors of the node v and are in a local com-
munity. In this process, the node with the largest μϕ(v) value
and satisfying Δϕ≥ 0 is labeled as a positive sample, that is,
the node in the local community.

After labeling the positive samples, it is also necessary to
label some negative sample nodes (not in the local

community). )e negative sample labeling process is shown
in Algorithm 2. )e strategy of negative sample selection
makes use of the node difference. It is believed that when the
two nodes are far away, the corresponding node difference is
large. )erefore, a node far enough from a given starting
node vi can be selected as a negative sample. A distance
parameter τ (τ <K) is set here, and then the node with a
distance of τ from the given starting node vi is labeled as a
negative sample.

After Algorithm 2, the node set NS with the distance τ
from the given starting node vi is obtained. )e nodes in the
set NS are labeled as negative samples. So far, the strategies of
graph segmentation and node labeling have been given, and
some labeled nodes ML � PS∪NS can be obtained, where
PS is the positive sample set.

4. Data Preparation and Training

4.1. Data Preparation. For the subgraph GΩ obtained after
graph segmentation, it is assumed that the number of nodes
in the subgraph is N, the adjacency matrix is expressed as A,
the degree matrix is expressed as D (the degree in the
original graph G rather than the degree in the subgraph),
and the feature matrix is expressed as F. Finally, a N × Q

feature matrix 􏽢F is wanted to obtain, which represents the
feature representation of each node. Q is the dimension of
the features of each node. In the proposed algorithm, Q � 2.
)en, for a neural network with L layers, the output of layer l
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Figure 2: Graph segmentation example: (a) Before segmentation; (b) After segmentation.

Input: Network GΩ; the given starting node vi, Node distance τ;
Output: Negative sample set NS.
Begin

(1) Negative sample set: NS � ∅.
(2) Distance � 1; N� {vi}
(3) WhileDistance< τdo

Neigh � ∅
(4) For each v ∈ N

Neigh← add the neighbor nodes of v into neighbor set Neigh
End for

(5) N←Neigh
(6) Distance � Distance + 1
(7) End While
(8) NS←Neigh.

End

ALGORITHM 2:Pseudo code of negative sample node labeling process.
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can be expressed as follows:Hl+1 � f(Hl,A), whereH0 is the
input feature matrix F, HL is the final output 􏽢F.

In the traditional convolution, its operation can be
regarded as adding the information of neighbor nodes to
each node. )en, for the network, the same operation can
also be completed using (3):

f Hl
,A􏼐 􏼑 � σ AHlωl

􏼐 􏼑, (3)

where ω represents the weight. In (3), multiplying by the
adjacency matrix A of the network is equivalent to adding
the features of neighbor nodes to each node, but not adding
the features of the node itself, unless the node has a self-ring.
In order to solve this problem, each node is forcibly added
with a self-ring. )e value of the diagonal position of the
adjacency matrix is set to 1, that is 􏽥A � A + I, where I
represents the identity matrix, the diagonal elements of the
matrix are all 1, and the values of other positions are 0. In
addition, the changed matrix 􏽥A is not regularized, so the
matrix needs to be regularized so that the sum of each row in
the matrix is 1. )e regularization calculation is as follows:

A
⌢

� D
−1/2

􏽥AD− 1/2
. (4)

After regularizing the matrix, equation (3) will be re-
written into the form of (5), where D represents the degree
matrix, 􏽥A � A + I is the adjacency matrix -after adding the
self-ring:

f Hl
,A􏼐 􏼑 � σ D

−1/2
􏽥AD− 1/2Hlωl

􏼒 􏼓. (5)

However, there is another problem to be solved, that is,
theHl in equation (5) (feature matrix F in the input layer). In
the dataset used, nodes do not have their own features, so it
is necessary to construct the feature matrix of the network.
)e simplest way is to replace the feature matrix with the
identity matrix, that is, F � I. Any matrix multiplied by the
identity matrix remains unchanged, but the identity matrix
cannot distinguish the features of each node, because the
diagonal elements in the identity matrix are all 1. )e
proposed method adopts another construction method of
feature matrix. )e specific steps are as follows: the matrix A

⌢

in equation (4) is Eigen decomposed, A
⌢

� UΛUT, whereU is
matrix composed of eigenvectors, Λ is the diagonal matrix
composed of eigenvalues. )en, the diagonal elements of the
diagonal matrix Λ composed of eigenvalues are deformed
according to equation (6) to form the feature matrix F.

fi � e
− λi , (6)

where fi is the diagonal element of the feature matrix F; λi is
the eigenvalue of the feature matrix F.

4.2. Training Based on Graph Convolution Network. In the
training based on graph convolution network, the appli-
cability of the propagation rules of graph convolution
network is improved to make it suitable for unsupervised
community division. At present, the graph convolution
network uses completely random weight ω to participate
operation in the supervised learning task.)e weight value is

adjusted through training to obtain the optimal model and
predict the division results. )e proposed community de-
tection algorithm processes the data without original labels,
which belongs to unsupervised learning. Each node has the
same attributes by default [24, 25]. )is means that each
node has the same contribution to the graph structure data
and focuses more on the topology of the graph data than
other algorithms. )erefore, the fixed same weight is used to
replace the training weight to ensure that the effect of
community division is only related to the topology of the
graph network. Since the weight value does not affect the
result of community division in essence, the weight value is 1
for convenience of calculation. In fact, for models that do not
need to train optimization functions or have the same nature
of input data, the fixed weight is reasonable and can also
reduce the computational complexity.

Based on this, the propagation rule of graph convolution
network is modified as follows:

f Hl
,A􏼐 􏼑 � σ D

−1/2
􏽥AD

−1/2
Hl

􏼒 􏼓. (7)

Because the data without label cannot simulate the input
signal through its own information.)erefore, it is necessary
to label some specific nodes in the graph to simulate the
input signal Γ on the graph. In the algorithm, the input signal
of the graph can be expressed as follows: Γ � N × C, where
N is the number of nodes, and C is the number of clusters.
Second, after the initial node of the simulate signal is selected
by the method given in the algorithm, the parameters are
shared by using the improved graph convolution network
propagation rules.

Let vi be the initial signal node, whose signal value is Γi,
and vj be the first-order neighbor node of vi.)e aggregation
Γ defined here is the average of the signal value at the node i

and its first-order neighbor node j, that is,

Aggregate(Γ) � 􏽘
j∈The first−order neighbor of node i

AijΓi
j + 1

. (8)

Based on the above aggregation definition, the parameter
sharing process of graph convolution network propagation
rule is explained as follows:

Rewrite the propagation rule (7) into the form of ag-
gregation at node i of signal value and graph convolution
network classifier:

Aggregate(f, Γ)i � D
1/2
∗ 􏽥A∗D

1/2
∗ Γi

� 􏽘
N

k�1
D

−1/2

i,k 􏽘

N

j�1

􏽥AijΓi 􏽘

N

l�1
D

−1/2

j,l

� 􏽘
N

i�1

1

D
1/2

i,i

􏽥Aij

1

D
1/2

j,j

Γi

� 􏽘
N

i�1

􏽥Aij
������
Di,iDj,j

􏽱 Γi.

(9)
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It can be seen from equation (9) that the signal sim-
ulated by manual label realizes parameter sharing through
the modified graph convolution network propagation
rules. In fact, the essence of parameter sharing can be
understood as a kind of weighted average. Because in
unsupervised learning tasks, the input data do not have the
original label. )erefore, the weighted average parameter
sharing method between the manual label of the node and
the neighbor node without the label can be regarded as a
label transfer process. )e propagated effective informa-
tion value is the weighted average of artificial labels, and its
weight is related to the degree (topology information) of
nodes and their first-order neighbor nodes. )e weighted
average sharing process of effective information is shown
in Figure 3.

For the case that training is not required and the input
data attributes are the same, the fixed weight can ensure that
the information transmission is only related to the topology
of the graph. )erefore, the accuracy of information
transmission can be guaranteed when the input adjacency
matrix remains unchanged [26]. )e artificial label of
simulated signal nodes diffuses in this way. Each time it
propagates to the first-order neighbor node, it can also be
understood as the Laplace smoothing of the input signal in
the graph. And because the purpose of the community
detection algorithm is to find communities with strong
internal correlation in the graph structure data, this division
method based on the information transmission between
nodes and their neighbor topology will naturally have better
results. Moreover, this way of transmitting labels according
to the topology of nodes is very similar to the way of in-
formation dissemination in sociology, so the community
structure divided according to this method should also have
a more real social nature.

In the community detection task, the node label should
follow the invariable property of the equivalent replacement
of the community, that is, the divided community is not
affected by the specificmeaning of the specific label.)rough
Softmax, the output of the improved graph convolution
network obtains the prediction probability 􏽢pi of the com-
munity to which each node belongs. C represents the label
set of all communities and pi represents the real probability
of the community to which each node belongs. )erefore,
the loss function is defined as

Loss � INF
π∈SC

− 􏽘
i∈V

π pi( 􏼁log 􏽢pi( 􏼁, (10)

where SC is the permutation and combination set of all
communities C, π is one of the permutations in SC. Hy-
pothesis F1: F⟶ C is the function mapping from the
initial feature matrix F of the node to the real community C.
Hypothesis F2: F⟶ 􏽢C is the function mapping from the
initial feature matrix F of the node to the model prediction
community 􏽢C, and f i represents the eigenvector of each node
in the matrix F. )e final loss function is calculated as
follows:

Loss � INF
π∈SC

− 􏽘
i∈V

F1 π f i( 􏼁( 􏼁log F2 π f i( 􏼁( 􏼁( 􏼁. (11)

)e ultimate goal of the loss function is to take the
minimum cross-entropy loss on all possible permutations of
C, so as to update the parameters in the network model.

5. Optimization of Training Results

After training, a size of N× 2 classification matrix F is ob-
tained. According to the matrix F, whether each node be-
longs to a local community can be judged. )e specific
method is as follows: for the two-dimensional feature of each
node, if the value of the first dimensional feature is greater
than the value of the second dimensional feature, the node is
in the local community; On the contrary, the node does not
belong to the local community. Specifically, the mathe-
matical expression for judging whether a node n belongs to a
local community is as follows:

Ψ(n) �
Fn1 > Fn2, n ∈ C vi( 􏼁,

Fn1 ≤ Fn2, n ∉ C vi( 􏼁.
􏼨 (12)

)e above equation can classify each node and finally get
the desired local community, but there is a problem when
classifying. When the membership degree of a node n be-
longing to a local community is much greater than that not
belonging to a local community, that is Fn1≫Fn2, it is no
problem to judge the node n as in a local community.
However, when the two membership degrees are very close,
that is Fn1 ≈ Fn2, although the category of the node can still
be judged from the size, it is unreasonable to divide it into
local communities [27]. )erefore, the threshold control
method is adopted here. Only when the membership degree
of the node belonging to the local community is greater than
the threshold, it can be added to the local community, as
follows:

Ψ(n) �
Fn1 >F0, n ∈ C vi( 􏼁,

Fn1 ≤F0, n ∉ C vi( 􏼁.
􏼨 (13)

For the setting of threshold F0, according to the division
result of (12), add all the membership degrees belonging to
local communities and calculate the average value as the
threshold. )e specific calculation is as follows:

F0 � 􏽘

n∈C vi( )

Fn1

C vi( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (14)

So far, the local community can be redivided according
to F0, and the result of redivision is the local community

vi

Aij

vj

Aij

Aijгi

vj

гi

Σ
j + 1j

vi

AijгiΣ
j + 1j

Figure 3: Parameter sharing process of one time weighted average.
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where the final given starting node vi is located. First, the
membership degrees of nodes whose first dimensional
feature (membership degree belonging to local community)
is greater than 0.5 are summed, and the threshold F0 is
calculated. )en, according to the threshold, all nodes with
membership degrees greater than the threshold are added to
the local community. Finally, the set Ψ of nodes in the local
community is output.

6. Experiment and Analysis

)e hardware configuration of the experiment is: 8G
memory, i5-4200H dual core processor, and the operating
system is Windows10. In the experiment, the effectiveness of
the proposed algorithm is verified on three real datasets:
Flixster, Douban, and Yelp.

(1) Flixster dataset: Flixster is a platform that provides
users with movie reviews and movie recommenda-
tions. Users can also add others to their friends list to
form a friend relationship network. )e dataset
contains the user’s rating of the movie and the friend
relationship information of each user. Among them,
the user’s rating value of the movie is between 0.5
and 5, and the rating interval is 0.5.

(2) Douban dataset: Douban is a famous Chinese social
networking site in China. It provides users with a
platform to freely evaluate and recommend movies,
books, and music. Users express their preference for
the object by scoring the object (1–5 points). At the
same time, users can establish friends with others, so
as to know the behavior of friends on Douban. In
order to evaluate the recommendation quality of the
model, experiments are carried out on the dataset of
Douban film, which has both the scoring data of
users on the film and the social relationship between
users.

(3) Yelp dataset: Yelp is the largest comment website in
the United States, which includes merchants in
various fields such as restaurants, hotels, and scenic
spots. Yelp users can score merchants on the website,
submit comments, share experiences with friends,
among others. A total of 4506 users with more than
15 score records and 4483 subjects were randomly
selected for the experiment.

)e details of the datasets used in the experiment are
shown in Table 1. )e number of users and items in each
dataset, the sparsity of scores, and the number of rela-
tionships among all users are counted in the table.

6.1. Evaluation Index. For unsupervised community de-
tection algorithm, recall, precision, and F1 are used to
evaluate its performance. )e specific calculation method is
as follows:

recall �
TFound ∩TTrue

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

TTrue
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

precision �
TFound ∩TTrue

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

TFound
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

F1 �
2∗ precision∗ recall
precision + recall

,

(15)

where TFound represents the community detected by the
algorithm and TTrue represents the real community where
the given node is located. As can be seen from the above
equations, recall is the proportion of the correct nodes
detected by the algorithm in the real community, precision is
the proportion of the correct nodes detected by the algo-
rithm in all the nodes detected in the community, and F1 is
the combination of recall and precision. )e value range of
the three indexes is 0–1, and the larger the value, the better
the detection result.

6.2. Comparison Chart of Community Division Results.
Modularity can be used to measure the quality of a com-
munity division. )e greater the modularity, the better the
effect of community division. For the three datasets, the
effect of different community division numbers compared
with other types of community division algorithms is shown
in Figure 4. In the experiment, the community division
result of graph convolution network is to run the propa-
gation rules of five-layer graph convolution network under
the same division number, calculate themodularity, and take
the optimal value as the result comparison.

As can be seen from Figure 4, for Flixster, Douban, and
Yelp datasets, the proposed algorithm has the largest
modularity compared with other algorithms, and its mod-
ularity is the most stable with the change of the number of
community divisions. Taking the number of community
divisions as 12 as an example, the modularity values of the
proposed algorithm on the three datasets are 0.59, 0.62, and
0.69, respectively. Based on graph segmentation and node
labeling, the proposed algorithm uses the improved graph
convolution network to obtain local communities and op-
timize the detection results, which ensures the detection
effect to a great extent. At the same time, the detection effect
on Yelp dataset is generally better.)at is because the dataset
has a high degree of user association and low sparsity of
scoring information, which is conducive to better

Table 1: Dataset statistics.

Dataset Flixster Douban Yelp
User 8594 2408 4554
Item 11023 36289 4438
Rating 154077 750130 42185
Sparsity 1.8% 9.1% 2.3%
User_links 89022 19921 244639
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unsupervised community detection. Reference [11, 14],
respectively, adopt the label propagation method of graph
and the improved spectral clustering method. Both of them
are traditional methods, and the effects of community de-
tection are poor. Taking Flixster dataset as an example, their
modularity are mostly below 0.50. Reference [17] realizes
community detection through convolutional neural net-
work, and its detection effect is improved compared with
reference [11, 14], but social media is not considered.
)erefore, the detection effect in complex communities is
not ideal. Taking the number of community divisions as 7
under Douban dataset as an example, its modularity is re-
duced by about 0.3 compared with the proposed algorithm.
In general, the proposed algorithm has good applicability in
most cases and has a relatively wider application space.

6.3.ComparisonofAlgorithmRobustness. )e adaptability of
the algorithm is verified by calculating the standard devi-
ation of the results of each algorithm in different datasets.
)e results are shown in Table 2.

It can be found from Table 2 that compared with other
algorithms, the standard deviations of recall, precision, and
F1 of the proposed algorithm are the smallest. Taking the
F1’s standard deviation of Flixster, Douban, and Yelp
datasets as an example, which is 0.044, 0.048, and 0.040,
respectively, so the applicability of the proposed algorithm is
stronger. )e algorithms in references [11, 14] are more
traditional, and the results are volatile, so the standard
deviations are large. Taking Flixster dataset as an example,
the standard deviation of recall is close to 15–20 times that of
the proposed algorithm. Reference [15] uses deep learning
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Figure 4: Comparison of community division results of different datasets: (a) Comparison of community division results on Flixster dataset.
(b) Comparison of community division results on Douban dataset. (c) Comparison of community division results on Yelp dataset.
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network to realize community detection, and the effect is
good, but in the face of large-scale complex network, the
detection performance is not ideal. Because the large complex
network contains a lot of useless information, on the basis of
graph segmentation, the proposed algorithm uses the local
modularity function and the similarity between nodes and
communities to identify the positive sample nodes, and uses
the differences of nodes to distinguish the negative sample
nodes, which simplifies the network and improves the
adaptability of the algorithm while ensuring that the con-
cerned content remains unchanged. )e proposed algorithm
has better detection accuracy and robustness.

7. Conclusion

Nowadays, the real world is composed of various networks, so
using the community in the network to find valuable infor-
mation has become a hot research issue. However, most of the
existing community detection algorithms use the global in-
formation of the network or need a priori information, resulting
in poor detection effect.)erefore, an unsupervised community
detection algorithm based on graph convolution network and
social media is proposed. On the basis of graph segmentation
and node labeling, the improved graph convolution network
model is trained to obtain the local community, and the
threshold of membership degree is used to judge whether there
are nodes outside the community in the local community, so as
to further optimize the detection results. )e experimental
results based on Flixster, Douban, and Yelp datasets show that
the improved graph convolution network with fixed weight and
one-time weighted average parameter sharing can better divide
communities. In the next work, the focus is on finding a se-
lection method of better initial node, solving the possible ab-
normal division of some nodes in the division results, and
considering the information contained in the edge in the
process of community division, so as to further improve the
precision and speed of community detection results.
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