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Basketball sport is a comprehensive nonperiodic collective sport, in which sports injuries of various parts are also prone to occur.
Its higher exercise intensity not only e�ectively enhances the physical �tness of the athlete but also causes physical damage due to a
series of actions such as frequent take-o�s and landings, resulting in certain sports injuries. ­erefore, the early warning of injury
in basketball is very necessary, and it is very useful to protect the safety of players. In this paper, we investigate how to use the
sequence video and arti�cial intelligence method for the basketball injury risk early warning in order to protect the player and
better assist the player to improve their e�ciency of training. First, we preprocess the video sequence. We convert the video
sequence into image data and perform noise reduction and transformation operations on the image. Second, for the processed
image data, we designed a convolutional neural network model to determine the damaged area. ­ird, we use the neural network
model to take the image data with the detection area as the input, perform feature extraction on the data, and �nally obtain the
early warning value of basketball sports injury. ­e experimental results prove that the method proposed in this paper has good
evaluation performance.

1. Introduction

Basketball is a comprehensive nonperiodic collective sport,
which is determined by the diversity of its sports content
structure and the variability and comprehensive charac-
teristics of the competition process [1–3]. Engaging in
basketball competitions and various basketball activities will
help to cultivate the overall quality of the players, improve
physical health, activate body and mind, and increase
knowledge. It has a positive impact on exercising compre-
hensive talents and developing people’s wisdom, cultivating
excellent moral character and tenacious will. For example,
the practical operation and actual application of basketball
skills and tactics systems are completed by running,
jumping, shooting, and other means under the requirements
of a speci�c time, distance, venue, and facility conditions
that are changing. In this process, both intelligence, phys-
iology, and psychology must bear the comprehensive in-
�uence of various complex factors. Participating in

basketball activities in an appropriate amount has a positive
e�ect on promoting people’s physiological functions, im-
proving health, and comprehensively developing physical
�tness and psychological cultivation.

However, in basketball, players have to carry out intense
close attack, defense, and confrontation. Under changing
and complex conditions, it is necessary to perform technical
actions with high di�culty such as shooting, layup, dribbling
breakthrough, and stealing, and the exercise intensity is large
and the energy consumption is large. ­erefore, sports in-
juries of various parts are also prone to occur [4–6]. Its
higher exercise intensity not only e�ectively enhances the
physical �tness of the athlete but also causes physical damage
due to a series of actions such as frequent take-o�s and
landings, resulting in certain sports injuries.

According to the American Orthopaedic Sports Medi-
cine (AOSSM) Sports Trauma and Overuse Prevention
(STOP) Program [7, 8], the most common basketball in-
juries (both amateur and professional) are ankle sprains,
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finger contusions, knee injuries, thigh contusions, and facial
injuries. Basketball injuries can cause unpredictable injuries
to players.

,e rapid development of informatization has brought
technical convenience to basketball injury research.,rough
the data analysis of basketball injuries, it is possible to ac-
curately understand the distribution of injuries among
players of different genders in basketball games, as well as the
distribution of injuries. ,is plays an important and fun-
damental role in taking targeted injury prevention methods
and scientifically formulating recovery training programs.
Data collection and analysis on the distribution of injuries in
basketball shows that it is not difficult to find that physical
injuries caused by basketball are a common phenomenon.
Because the main body of basketball is mostly boys, and boys
are more competitive. ,erefore, among people who have
experienced sports injuries, the proportion of boys is much
higher than that of girls. Although the vast majority of sports
injuries have a low number of injuries, they have a greater
impact on the body. ,erefore, when engaging in basketball,
it is still necessary to pay attention and take preventive
measures against sports injuries.

In the context of the rapid development of science and
technology [9, 10], in order to effectively improve the
professionalism and pertinence of injury prevention and
recovery, it is necessary to comprehensively analyze the
injury data information based on basketball sports, so as to
understand the common injury types, identify the location
of the injury, and do a good job of the cause of the injury
analysis to minimize damage. According to the situation of
sports injuries, combined with the analysis of basketball
movements, it can be seen that the common injuries mainly
occur in the ankle joint, knee joint, finger joint, and waist.
,e reasons are mainly as follows: first, before the exercise,
the preparation activities were not implemented properly.
Second, in the process of exercise, professional technical
movements are not mastered in place.,e third is the lack of
physical fitness and function, and the overload of exercise
intensity causes strain on parts of the body. Among the
common types of injuries, most of them are contusions,
abrasions, sprains, strains, and other minor physical injuries.
Although they are less harmful to the body, they occur at a
high rate. In addition, there are serious injuries to the body,
such as fractures, which need special attention and take
effective preventive measures to prevent serious injuries to
the body.

Artificial intelligence has surpassed the human level in
large-scale image recognition and face recognition [11–13].
Dedicated artificial intelligence systems for specific tasks
(such as playing Go) can surpass human intelligence in
single-item tests of local intelligence levels due to single
tasks, clear requirements, clear application boundaries, rich
domain knowledge, and relatively simple modeling. Artifi-
cial intelligence (AI) is a new technical science that studies
and develops theories, methods, technologies, and appli-
cation systems for simulating, extending, and expanding
human intelligence. Artificial intelligence is a branch of
computer science that attempts to understand the essence of
intelligence and produce a new type of intelligent machine

that responds in a similar way to human intelligence. Re-
search in this area includes robotics, language recognition,
image recognition, natural language processing, and expert
systems. Since the birth of artificial intelligence, the theory
and technology have become more and more mature, and
the application field has also continued to expand. ,e
technological products brought by artificial intelligence in
the future will be the “containers” of human intelligence.
Artificial intelligence can simulate the information process
of human consciousness and thinking. Artificial intelligence
is not human intelligence, but it can think like human beings
and may surpass human intelligence.

,e development of artificial intelligence provides more
intelligent and accurate methods and technologies for
sports injury risk early warning, especially in the application
of basketball sports injury risk early warning tasks. A
healthy physical state is the basic requirement for basketball
players to participate in sports, and it is also the funda-
mental guarantee to effectively avoid injury. Under the
background of informatization, strengthening the infor-
matization management of the health status of basketball
players can conduct a comprehensive and systematic health
analysis of basketball players in a targeted manner and
promote the continuous improvement of their physical
health. After the basketball player completes the training
task, the actual physical health status of the athlete can be
recorded in detail, and the measurement and analysis of the
health level and various indicators of the body can be done
by means of information technology. Once a basketball
player’s body is abnormal or uncomfortable, a preliminary
judgment can be made on the player’s physical symptoms
according to the analysis data of their health status, so as to
prevent the increase of physical exercise burden and in-
crease the probability of physical injury during exercise.
,is can effectively protect the physical health of athletes
participating in basketball training activities and reduce
sports injuries.

In this paper, we investigate how to use the sequence
video and artificial intelligence method for the basketball
injury risk early warning in order to protect the player and
better assist the player to improve their efficiency of training.
At the same time, we use the convolution neural network
model for the video translation, image process, and feature
extraction, so as to provide higher performance for the
basketball injury risk early warning [14, 15].

,e contribution of this paper can be summarized as
follows:

(1) We propose the basketball injury risk early warning
method by adopting the neural network model to
extract more useful features

(2) We design a video transform algorithm and image
denoising method based on a convolutional neural
network model, which coverts the video data to
images and filter the noise of images

(3) We experimentally demonstrate the effectiveness
and performance of the method proposed in this
paper on different conditions.
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,e rest of this paper is organized as follows: Section 2
introduces the proposed method for basketball injury risk
early warning, including video data preprocessing, Injury
area determination, and Injury detection and early warning
based on a neural network model. Section 3 presents ex-
perimental studies and results to compare and demonstrate
the performance of the proposed model for basketball injury
risk early warning evaluation. Section 4 concludes the whole
paper.

2. Proposed Method

In this paper, we aim to investigate how to use the neural
network model and sequenced videos to detect and warn
basketball injuries to better protect players and improve
training efficiency.

First, we preprocess the video sequence. We convert the
video sequence into image data and perform noise reduction
and transformation operations on the image. Second, for the
processed image data, we designed a convolutional neural
network model to determine the damage area. ,ird, we use
the neural network model to take the image data with the
detection area as the input, perform feature extraction on the
data, and finally obtain the early warning value of basketball
sports injury.

2.1. Video Data Preprocessing. We use video data for early
warning of basketball sports injuries. First, we process the
video data into image data. Video data processing is not just
about understanding every image in the video, but more
about identifying the few best key themes that describe the
video. ,e research content of video data processing mainly
includes video conversion and image data processing. Before
a video can be calculated, we design a video conversion
algorithm to convert video into pictures.

Videos are made up of a series of still images, usually,
24–30 images per second or more, with each individual
image called a frame. ,e continuous playback of these still
images can lead to the false impression that the object is
moving, and the faster the images are played, the smoother
the motion will appear. Video to picture can be captured
frame by frame, or continuous images or frames can be
extracted by some software. ,e video conversion algorithm
is shown in Algorithm 1.

After the video processing is completed, we can get the
image data corresponding to the video. Because the video
capture contains noise interference. ,erefore, we denoise
the image data. ,e basic image noise reduction algorithm
usually removes the noise in the image by low-pass filtering
the image. ,is method removes noisy pixels, but at the cost
of blurring the image-all edges are blurred. More advanced
noise reduction algorithms detect edges in images and low-
pass filter them along lines perpendicular to the edges, a
method that preserves the edges. However, low-pass filtering
is not as effective because it has fewer pixels on average.

We use Gaussian low-pass filtering to denoise the image
[16, 17]. ,e process of filtering an image by discrete Fourier
transform is shown in Figure 1.

,e formula for the two-dimensional discrete Fourier
transform is as follows:

F(u, v) � 􏽘
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x�0
􏽘
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− j2π(ux/M+vy/N)
, (1)

where x and y are the horizontal and vertical coordinates of
the original image, respectively,M and N are the height and
width of the original image, and f (x, y) is the gray value at
the coordinates (x, y) on the original image. Euler’s formula
is shown as follows:
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,erefore, each pixel on the two-dimensional spectrum
obtained by the two-dimensional discrete Fourier transform
[18] of the original image is a complex number. When
processed in theMat data format in OpenCV [19], each pixel
value has two channels. ,e formula for the two-dimen-
sional inverse discrete Fourier transform is as follows:

f(x, y) �
1

MN
􏽘

M−1

u�0
􏽘

N−1

v�0
F(u, v)ej2π(ux/M+vy/N)

, (3)

where the symbol representation is the same as the above-
mentioned two-dimensional discrete Fourier transform.

2.2. Injury Area Determination. After video processing and
image denoising, we design an injury region determination
method based on the CNN model.

,e deep learning models currently used in image
recognition and analysis research mainly include Con-
volutional Neural Networks (CNNs) [20], Deep Belief
Networks (DBNs) [21], Stacked Auto-Encoders (SAE) [22],
and so on. ,e convolutional neural network is superior to
the latter two methods in detection accuracy and speed. ,e
convolutional neural network was proposed by biologists
Huber andWiesel in the early research on cat visual cortex, it
is a variant of multilayer perceptron (MLP). LeCun of New
York University proposed the convolutional neural network

Original image De-noised image

Two-dimensional
discrete Fourier

transform

Two-dimensional
spectrum

Two-dimensional
inverse discrete

Fourier transform

Figure 1: ,e process of filtering an image by discrete fourier
transform.
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model LeNet [23] in 1998 and applied it to the detection of
handwritten characters. In 2012, Professor Hinton led his
student Krizhevsky to ,e convolutional neural network
model AlexNet [24] was applied to the image classification
task, and won the first place in the ImageNet [25] Large-scale
Visual Recognition Challenge (ILSVRC), which reduced the
Top-5 error rate to 15.3%. Currently, Microsoft’s ResNet
[26] and Google’s InceptionV4 [27] reduce the Top-5 error
rate to within 4%, surpassing human performance on this
specific task. Girshick combined the region pre-
diction + convolutional neural network method in 2014. (R-
CNN) [28] was applied to the object detection task and
achieved good performance.

CNN have the following advantages in object detection
tasks.

(1) Multiple convolution kernels. Adding multiple
convolution kernels can learn a variety of features to
better describe the image.

(2) Local perception. Generally speaking, people’s cog-
nition of the outside world is from local to global,
and the spatial relationship of the image is also closer
to the adjacent pixel regions, and the correlation of
the farther pixels is weaker. ,erefore, each neuron
first senses the local area and then synthesizes the
local information at a higher level to obtain global
information. ,e number of training parameters can
also be reduced by local sensing.

(3) Parameter sharing. In the local connection, the pa-
rameters of the filter corresponding to each neuron
are the same, which greatly reduces the number of
training parameters.

(4) Pooling. After using multicore convolution, the
extracted feature dimension is huge. In order to
reduce the dimension, the maximum or average
method is used to reduce the dimension. ,e pooled
features can be maintained when scaling or
changing.

(5) Sparsity restriction. ,e neuron data in the hidden
layer is large, so adding a sparsity restriction to this
makes most neurons in a suppressed state and only a
few neurons are activated, which helps us to extract a
small number of neurons. Extract the more essential
features of the image. ,is greatly reduces the
number of parameters of the network and speeds up
the training speed.

,e above advantages enable CNN to extract image
features by itself when processing images, including color,
texture, shape, and topological structure of the image, which
has good robustness and computational efficiency.

In this section, we design a CNN model to mark the
region feature of the player in the images. ,e main process
contains two steps. First, we preprocess the images, in-
cluding crop, data augmentation, resize, and transform.
Second, the preprocessed images are input into the CNN
model to generate the images with marked regions. ,e
processing flow is shown in Figure 2.

2.3. InjuryDetection and EarlyWarning. After obtaining the
above images with marked regions, we propose an injury
detection and early warning method based on a neural
network model.

By constructing an adaptive neural network model to
determine whether the image sports damage area is sports
damage, the neural network belongs to the structure of
multiple input and single output. ,e acquired sports injury
signal feature U is used as the input vector of the neural
network; the output result is b, which represents the cor-
responding sports injury type +1 is the value of the training
sample, indicating that it is a sports injury; −1 is also the
value of the training sample, indicating that it is not a sports
injury. ,e neuron activation functions are all bisexual
sigmoid functions, and the formula is as follows:

h(U) �
1 − e

− U

1 + e
−U

. (4)

Suppose q is the number of hidden layer nodes of the
output neural network model, hM is the activation function
of the hidden layer nodes, θa (a� 1, 2, ..., q) is the threshold; 1
is the number of output layer nodes, h0 is the hidden layer
,e activation function of the node, β is the threshold. Zxa is
the connection weight between the x-th hidden node and the
ath input node, and Zx is the connection weight between the
x-th hidden node and the output node. ,en, we can cal-
culate the value of b as follows:

b � h0 􏽘

q

x�1
ZxhM 􏽘

10

a�1
ZxaUa + θx

⎡⎣ ⎤⎦ + β
⎧⎨

⎩

⎫⎬

⎭. (5)

,e sports injury is classified by the output b value. If
b≥ 0, it belongs to sports injury, and if b< 0, it does not
belong to sports injury.

,e steps of building an adaptive neural network model
are as follows:

Region marked
images

Input images

Preprocess

CNN model

Figure 2: ,e processing flow of injury area determination based
on CNN model.
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(1) Construct a training sample set and a test sample set.
When the initial external structural parameters of the
adaptive neural network model are certain, the
training sample set is learned through the BP (Back
Propagation) algorithm of the neural network, and
the internal connection weight parameters of the
learning model are obtained.

(2) ,rough the test sample set, test the learning model,
calculate the discrimination bias, and obtain the
fitness function of the genetic algorithm.

(3) Use the learning mechanism of the genetic algorithm
to adjust the external structural parameters of the
adaptive neural network model, and based on the
adjusted external structural parameters, obtain the
internal connection weight parameters of the new
adaptive neural network model through the neural
network BP algorithm.

(4) Calculate the discrimination bias and fitness func-
tion in the same way and then continue to adjust the
external parameters until it meets the stopping re-
quirements of the genetic algorithm.

(5) Output the adaptive neural network model with the
best generalization ability.

3. Experiments and Results

In this section, we experimentally verify the basketball injury
early warning method based on the CNNmodel proposed in
this paper.

In the experiment, we selected 50 basketball sports injury
personnel as the experimental objects, and randomly divided
the 50 sports injury personnel into 5 groups to test the
feasibility and accuracy of the automatic detection of sports
injury of this method. ,e neural network is trained by the
training sample set, the neural network is tested by the test
sample set, and the best adaptive neural network structure
parameters are obtained according to the test results.

,e performance metrics adopted in our experiments
include Accuracy (Acc), Sensitivity (Sen), Specificity (Spe),
and Positive Predictivity Value (PPV), which are common
metrics used in the classification task. ,eir definitions are
given as follows:

Acc �
TP + TN

TP + TN + FP + FN
,

Sen �
TP

TP + FN
,

Spe �
TN

TN + FP
,

PPV �
TP

TP + FP
,

(6)

where TP is the number of true positive detections, TN is the
number of true negative detections, FN represents the
number of false negative detections, and FP represents the
number of false positive detections. Each indicator repre-
sents themeasurement of the classification error between the
predicted value of electricity and the actual value of elec-
tricity. ,e more accurate the predicted value is, the bigger
each indicator is, and the better the performance of the
model is.

In order to verify the influence of the number of layers of
the designed deep model on the performance of the model,
we tested the models with different numbers of layers. Ta-
ble 1 shows the performance of the network models with
different numbers of layers. According to Table 1, with the
increase of the hidden layer of the model, the training ac-
curacy of the network first increases and then decreases.
When the number of hidden layers of the model is 7, the
maximum number of training steps is 17, and the highest
accuracy is obtained. ,is shows that it is not that the
number of hidden layers of the model is better, because the
more hidden layers of the model, the easier it is to cause
overfitting of the model, but it will reduce the performance
of the model.

Furthermore, we compare the impact of two image
preprocessing methods on model performance, including
noise reduction processing and injury region detection.,at
is, we compare model performance with and without
denoising and injury region detection. We list these con-
ditions as follows:

(1) Without the denoising operation
(2) With the denoising operation

Input: video data
Output: image data
(1) initialize the parameters;
(2) read the video data steam;
(3) get the frame rate;
(4) for each frame i� 1, 2, . . ., do
(5) get the name of image;
(6) get the save path;
(7) calculate image stream data;
(8) write the image into the path;
(9) end for
(10) Return the image data.

ALGORITHM 1: ,e video conversion algorithm.
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(3) Without the damage region detection
(4) With damage region detection
(5) Without the denoising operation and the damage

region detection
(6) With the denoising operation and the damage region

detection

Table 2 shows the comparison results of model per-
formance under different conditions. From Table 2, it can be
seen that both denoising operation and injury region de-
tection help to improve the model performance. At the same
time, we can also see that the influence of noise interference
on the model is not large, while the influence of region
detection is relatively large.

,e above-given experimental results show that the
basketball injury early warning method based on the neural
network model proposed in this paper has good
performance.

4. Conclusions

In this paper, we propose a basketball injury early warning
method based on a neural network model to protect the
player and better assist the player to improve their efficiency
of training. First, we preprocess the video sequence. We
convert the video sequence into image data and perform
noise reduction and transformation operations on the im-
age. Second, for the processed image data, we designed a
convolutional neural network model to determine the
damaged area. ,ird, we use the neural network model to
take the image data with the detection area as the input,
perform feature extraction on the data, and finally obtain the
early warning value of basketball sports injury.

However, as a novel method, this paper has also some
limitations. On one hand, the time complexity of the al-
gorithm has not been analyzed. On other hand, the scale of
the dataset is not sufficient. In the future, we will improve the

method around the mentioned two aspects. In addition, we
also will consider to build one practical platform for the early
injury risk warning.

Data Availability

,e data used to support the findings of this study is
available from the corresponding author upon request.
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