A Sports Video Behavior Recognition Using Local Spatiotemporal Patterns
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1. Introduction

Recognition and analysis of human action [1] are two of the most active topics in computer vision, which are gaining attraction among researchers. This is because it has applications in video surveillance, video interpretation, retrieval, and human-computer interaction. But human action recognition is difficult due to factors such as high intraclass variance, scaling, occlusion, and disorder. On the other hand, behavior recognition encompasses a wide range of disciplines, including pattern recognition and computer vision, which are widely used in the fields of human movement analysis and security monitoring [2, 3]. The standard behavior recognition methods are classified into two categories: one is based on the target’s trajectory, and the other is based on the target’s features [4], and there are numerous research findings. In terms of trajectory-based behavior recognition, the early work of [5] used the trajectory information of five normalized nodes of the human head and torso to construct human behavior and then recognize it. Similarly, the authors of [6] employed support vector machines (SVM) to recognize three group rows based on motion trajectory and appearance information, while the early work of [7] used the analysis method of time/space interaction relationship and used player trajectory and ball trajectory information to construct interaction trajectories. They successfully identified tactical behaviors based on interaction trajectories. Besides, the work of [8] identified group behaviors by analyzing the interaction between individual trajectories.

Current sports video behavior recognition technologies have accomplished great results in the general visual recognition problem based on images [9], but there are very limited methods and data for video behavior recognition in scenes of the sports video. Precise identification of athlete behavior is a critical link in sports video analysis for a fresh information field. The existing approaches have accomplished great results in the common human body behavior...
assignment and in the physical training video, which will identify spectators and sportspeople at the same moment, making it impossible to differentiate athletes’ objectives, which will interact with the successive video analysis. Simultaneously, sports video information with human body explanation is uncommon [10], and the cost of developing an effective model for the area of sports video is great. Sportsmen are a subset of the common human behavior detection process, so if the common human video behavior recognition model can be utilized to identify and detect sportspeople in sports videos, it will surely save a significant amount of money. As a result, dealing with these issues necessitates the use of an efficient technique.

The task of categorizing which action is being conducted in a series of frames, as well as localizing identification in both time and space, is known as spatiotemporal activity recognition [11]. In this technique, bounding boxes or masks can be used to illustrate the clustering. Because of the wide availability of computational services as well as recent technologies in convolutional techniques, there has been an increase in interest in this assignment in recent years. In terms of target-based behavior recognition, the work of [12] proposed a human behavior recognition method based on spatiotemporal posture features that can effectively recognize complex human action behaviors in the video. The work of [13] created visual information using spatiotemporal patterns, detected targets using background subtraction, represented the spatial distribution of targets in different regions using symbolic sequences, and then realized video behavior recognition. In this regard, the author of [14] proposed a method for recognizing human behavior based on low-level features and high-level semantics and obtained the final verdict human behavior category by fusing the two features’ preclassification results. Earlier work by [15] combined the spatiotemporal characteristics of human behavior and proposed a spatiotemporal feature fusion deep learning network for human skeleton behavior recognition method with strong robustness to multiview skeletons.

Considering that the behavior recognition method based on trajectory information is susceptible to occlusion, background changes, and other factors [16, 17], this paper proposes a behavior recognition method based on local spatiotemporal patterns utilizing the 2D local regression kernel. The rest of the contributions to this paper are listed as follows:

1. First, the improved local spatiotemporal regression kernel is used as a feature detector by detecting the active regions of motion. After that, they are used as feature words, and the target objects are labeled using a color information-based method. Consequently, the feature bag-of-words model is constructed.

2. Secondly, the behavior is classified and recognized according to the location and behavior of the target in the field using the LibSVM pattern classifier.

3. Finally, the method described in this paper is applied to a soccer match video to analyze all of the goals scored by Barcelona teams during the Euro 2012 [18] match. Furthermore, to identify the primary tactical behaviors used by the entire match and a single team based on the results of manual classification and labeling, we calculated the accuracy rate and tested the usefulness of this paper method.

The rest of this paper is designed as follows: Real-time athlete behavior recognition models in sports video are clarified in Section 2, experimental work and simulations are presented in Section 3, and finally, the conclusions are offered in Section 4.

2. Real-Time Athlete Behavior Recognition Models in Sports Video

There are strict laws regarding sports videography and formatting methods. The characteristics of the various shots, as well as the differences between them, are noticeable. The area of the tournament has the highest proportion in the round shot, and athletes are also focused on the game. As a result, the competition game area is identified first because once athletes have been identified, more precise sportspeople can be gained by eliminating the color of the field by the sports field’s reliable color features. Because the field color still accounts for a portion of the image in the center lens, if the scene of far lens has been produced, the main area color is saved to eliminate the nonathletic area of the image that belongs to the competition ground.

Athlete detector is a classification that uses intermediate characteristic blocks to train and differentiate athletes by combining the feature and backgrounds of athletes in a variety of shots in sports videos. The intermediate neural network features frequently contain a wealth of information that plays a cohesive role throughout the neural network. We present in this paper a real-time athlete behavior detection model in sports footage based on a deep spatiotemporal residual convolutional neural network. To extract spatial and temporal features of athlete behaviors in sports videos, the model employs a deep spatiotemporal residual convolutional neural network. Furthermore, it builds a deep spatiotemporal residual convolutional neural network that can automatically learn athletes’ spatiotemporal behavioral features from video data. The deep features obtained in this manner contain high-level behavioral information and are better suited for understanding athlete behavior [19, 20]. On this basis, the athlete’s behavior is classified based on classification learning to achieve real-time recognition of athlete behavior. The structure of the constructed real-time athlete behavior recognition model based on a deep spatiotemporal residual convolutional neural network is shown in Figure 1.

2.1. Athlete Target Detection. Detecting and locating athletes’ targets in sports videos is the key to realizing athletes’ behavior recognition. This paper uses the video target detection algorithm based on deep learning to realize the real-time detection of athlete targets in sports videos [21]. The deep learning network structure of target feature
learning and detection includes a deep convolution neural network for extracting target features in sports video frames, a feature fusion network integrating multilayer features, and a convolution network for target detection. The structure diagram of classroom athlete target real-time detection network based on deep learning is shown in Figure 2.

The convolution process of each layer of the deep convolutional neural network for target feature learning in sports video frames is shown in the following:

\[
h_i(X) = (X * W + b) \odot \sigma (X * V + c),
\]

where \( x \in \mathbb{R}^{N \times n} \) is the input of each layer, \( w \in \mathbb{R}^{k \times k \times m \times n} \) represents the weight of each layer, \( b \in \mathbb{R}^n \) represents the bias value of each layer, \( O \) represents the convolution operation, \( v \in \mathbb{R}^{k \times m \times n} \) represents the weight of the convolution kernel, \( c \in \mathbb{R}^n \) represents the bias of the convolution layer, \( N \) represents the total number of convolution layers, \( k \) represents the number of the current convolution layers, \( m \) represents the dimension of the picture, and \( n \) represents the number of neurons in the convolution layer.

After obtaining the target features of the sports video frames, the feature fusion network is used to fuse the high-level features learned by the CNN, and then the fused features are fed into a convolutional network for target detection to calculate the confidence level of the corresponding category, which is calculated as shown in (2):

\[
C_j^i = P_i(\text{Object}) \cdot IoU_{\text{truth}}^{\text{pred}},
\]

where \( C_j^i \) represents the confidence level of the \( j \)th predicted box of the \( i \)th box, \( P_i(\text{Object}) \) represents the probability of whether the current predicted box has an object, and \( IoU_{\text{truth}}^{\text{pred}} \) represents the ratio of the intersection and concatenation of the predicted and true borders.

The coordinate position of the target frame is also calculated, and the loss function is shown in (3):

\[
L_{DI\text{OU}} = 1 - IoU + \frac{p^2(b, b^{gt})}{c^2},
\]

where \( b \) and \( b^{gt} \) represent the centroids of the predicted and real boxes, respectively, \( p^2(b, b^{gt}) \) represents the Euclidean distance, and \( c \) represents the diagonal length of the smallest rectangle containing the two boxes.

2.2. Athlete Target Tracking. Numerous areas of study, such as digital image processing, machine learning, and artificial intelligence, focus on multiperson target tracking and identification innovation for athlete coaching. It has a broad spectrum of applications possibilities and significant research value in a range of areas, including personal interaction, video image tracking, and food information extraction. To obtain the appearance characteristics of each athlete, first, all athlete target images are extracted using the target detection algorithm, and then each athlete target image is input into a simple appearance embedding model. After that, identifying the size and position of the athlete target in the following frame, the Kalman filter method [22] is used to predict the appearance attributes of each athlete in the following frame. After detecting the size and position of the athlete targets in the next frame, the Hungarian algorithm is used to match them so that each athlete target is associated with tracking classroom athlete targets.

2.3. Real-Time Athlete Behavior Recognition. The procedure of recognizing and tracking athletic behavior is a technique of target placement and monitoring. To begin, each video clip is split into any number of frames. So each frame position’s velocity condition is predicted. The most basic function is to follow the target’s distance according to the form box. The overall framework of athlete behavior
recognition algorithm based on deep space-time residual convolution neural network mainly includes the construction process of athlete behavior recognition model and athlete behavior recognition process [23].

All the athlete target frames are input into the athlete target tracking model to get the appearance features of the athlete targets and assign IDs to the athlete targets. After that, the collected athlete target images are preprocessed and normalized. Consequently, the spatiotemporal features of the athlete’s behavior are extracted using a deep spatiotemporal residual convolutional neural network. Finally, athlete behavior recognition is achieved by classification learning. In the process of athlete behavior recognition, first, the athlete target frame is obtained by testing the classroom video stream. After that, the athlete’s target frame in consecutive frames is input to the target tracking model to get the athlete target’s behavior state picture stream. Finally, all of the athlete target picture streams are fed into the athlete behavior recognition model, which produces the athlete’s behavior category. The specific algorithm description is shown in Algorithm 1.

Due to the characteristics of the residual structure, it can effectively extract the spatiotemporal characteristics of the athlete’s behavior while reducing the amount of computation to meet the real-time demand, and the formula of the residual structure is shown in (4):

\[ H(x) = f(x) + x, \]  
(4)

where \( X \) represents the input feature, \( f(x) \) represents the linear transformation, and \( H(x) \) represents the output feature. In the model, cross entropy is used as the loss function, as shown in (5):

\[ L = \frac{1}{N} \sum_{i=1}^{N} L_i = \frac{1}{N} \sum_{i=1}^{N} - \sum_{c=1}^{C} y_{ic} \log(p_{ic}), \]  
(5)

where \( M \) represents the number of athlete behavior categories and \( y_{ic} \) is the indicator variable. If the category is the same as the category of sample \( i \), it is 1; otherwise, it is 0. \( p_{ic} \) represents the prediction probability that the observed sample \( I \) belongs to category \( C \).

3. Experimental Work and Simulations

This section introduces the experimental setup and reports on the deployment and training detailed information. Following that, we offer quantitative and qualitative examinations and also computational examination. In order to verify the effectiveness of the proposed method, the experimental window is set as a 3 x 3 local window, and the goal video of Euro 2012 and the goal video of Barcelona team in 2013-2014 seasons are selected as the input data for tactical behavior recognition.

3.1. Video Preprocessing. The concept “video preprocessing” refers to processes on video frames at the most basic level of understanding. In this paper, we use the input video as a video frame image as input. This can be calculated by utilizing (6):

\[ x = \{x_1, x_2, \ldots, x_i, \ldots, x_N\}, \]  
(6)

where \( x_i (i = 1, 2, \ldots, n) \) denotes the \( i \)th frame of the \( x \)th subvideo segment and \( N \) denotes its number of frames. The input video segment is segmented by the same time interval length and expressed as

\[ x = \{x_1, x_2, \ldots, x_i, \ldots, x_M\}, \]  
(7)

where \( M \) denotes the number of segments of the subvideo segment from which the whole input video is split:

\[ x = \{x_{j1}, x_{j2}, \ldots, x_{ji}, \ldots, x_{jm}\}, \quad j = 1, 2, \ldots, M. \]  
(8)

Here, \( X_{jm} \) denotes the \( j \)th subvideo of the segmented input video, and \( jm = pm, j \neq p, j, p = 1, 2, \ldots, M, q = 1, 2, \ldots, N, \) and \( x_{jq} \) are the \( q \)th frame images in the \( j \)th subvideo segment.

In order to make the spatiotemporal distribution of players on the court so that they look neither too dense nor sparse [19], it is advisable to divide the subvideo segments within the range of 3 to 9. The recognition accuracy of dividing different segments is shown in Figure 3. As seen in Figure 4, the best result is obtained by dividing a video segment into 6 subvideo segments, and each subvideo segment should be less than 10 seconds.
3.2. Information Feature Extraction. The aim of feature removal is to decrease the amount of characteristics in a dataset by creating fresh features from present ones. These newly reduced sets of characteristics should be able to summarize the majority of the evidence in the novel set of characteristics.

3.2.1. Regional Division. In this work, we have used the field line detection algorithm proposed in the literature [20]. Here, the left half of the standard soccer field is used as the division object, and the right half of the field is treated in the same way. According to the geometric characteristics of the soccer field, it is divided as follows: except for the top point, three points are equidistant in the left half of the field borderline, three points are symmetrical on the bottom line, and a left half of the field containing 16 small areas can be obtained by connecting the corresponding points of the relative lines with straight lines. Figure 5 shows the schematic diagram of the soccer field after division.

3.2.2. Significant Region Discriminant Detection. For the target behavior features in the video, in order to get the regions or parts that are the interest to the human visual mechanism, this paper incorporates the concept of regional discrimination of visual saliency based on the local regression kernel to accurately extract the saliency regions within the video frames to ensure that the obtained feature information meets the observation requirements. Pixel and supervoxel saliency and video saliency map calculation are both important components of the saliency region discrimination detection process. The computation of the saliency map is given in equation (9):

\[
Sal(p_i) = N \left\{ \sum_{j=1}^{L} [\mu(p_i, p_j) F(p_i, p_j)] \right\} + \lambda N \left\{ \sum_{j=1}^{L} [\mu(p_i, p_j) F(p_i, p_j)] SV(p_i, t)^{\alpha} \right\},
\]

(9)

where \(N \left\{ \sum_{j=1}^{L} [\mu(p_i, p_j) F(p_i, p_j)] \right\} \) is the significance of an image space part, \(\lambda N \left\{ \sum_{j=1}^{L} [\mu(p_i, p_j) F(p_i, p_j)] SV(p_i, t)^{\alpha} \right\} \) is the incremental change between video frames, \(\lambda \) is the time increment weight, \(\alpha \) is the time regulation factor, and \(n\) is the set of normalization operators (its value belongs to \([0, 1]\)). After weighing the significance through the video frame significance map, each supervoxel value set is obtained, and the set is used to represent the discrimination degree of regional discrimination. The supervoxel significance is given in equation (10):

\[
Salt(S(i)) = \frac{\sum_{q \in S(i)} Sal(q)}{N(S(i))},
\]

(10)

where \(S(i)\) is the \(i\)th supervoxel corresponding to the video frame, \(N(S(i))\) is the number of pixels contained in the \(i\)th

---

**Figure 3**: Split number recognition accuracy.

**Figure 4**: Flowchart of athlete target tracking algorithm in class.

**Figure 5**: Schematic diagram of soccer field division.
where \( f(S(i)) \) is the result after the discrimination of the \( i \)th supervoxel and \( \beta \) is the weight value of the balance term. When \( f(S(i)) > 2 \), it is regarded as the significance discrimination region of the video and the observation target region and finally achieves the regional discrimination effect [21].

### 3.2.3. Active Player Detection and Location

According to the three-dimensional state local spatiotemporal regression kernel proposed in this paper, an active player discrimination model directly involved in tactics is constructed. In this paper, the threshold of the local spatiotemporal regression model is set to 0.7, and the weight in the linear weighted feature fusion calculation expression is set as \( A1 = 0.4 \) and \( A2 = 0.6 \). Each activity region represents a player on the field, and if the activity is greater than or equal to the threshold, it is active; otherwise, it is inactive. Then, using the camera calibration model proposed in the document [22], create an activity map to detect the activity players of each segmented subvideo segment and locate them on the divided court area.

### 3.2.4. Construction and Concatenation of Feature Word Bag Model

For each subvideo segment, the obtained activity map is labeled corresponding to the location of the field segmentation area in the real spatial coordinate system; that is, let \( E_j(i) = a, a \in \{1, 2, \ldots, 16\} \), where \( E_j(i) \) represents the \( i \)th sports activity area on the subvideo segment \( x_j \), \( a \) is the corresponding field area label, and each activity area corresponds to a football player. Due to the different colors of jerseys of different teams, the team to which the player belongs can be identified according to its color and texture information, the field areas corresponding to all active players on the subvideo segment can be labeled, and the team to which they belong can be identified.

First, all the subvideo segments divided into equal time are subjected to the same processing as described above, and then the frequency of the sports activity area of the team to be identified in each subvideo segment in each court segmentation area is calculated. The frequency is given in (10):

\[
PC_{ja} = \frac{\sum_i E_j(i)}{\sum_i I} = a. 
\]  

(12)

The feature word bag histogram \( \lambda_j \) of the activity area on the subvideo segment \( x_j \) is constructed, still taking the left half as an example. The horizontal axis in the histogram represents the field area label of \( \{1, 2, \ldots, 16\} \) in the subvideo segment, and the vertical axis represents the frequency of the activity area of the experimental team in each field area. Because the subvideo segment is segmented at equal time intervals, there is a continuous relationship in time sequence. After obtaining the feature word bag histogram of each subvideo segment, the feature representation of football video tactical behavior can be obtained by concatenating its time sequence relationship \( \{\lambda_1, \lambda_2, \ldots, \lambda_j, \ldots, \lambda_M\} \).

### 3.3. Tactical Behavior Recognition Classification

According to the position of players on the football field during the attack, three tactical behavior categories are given, namely, middle attack, side attack, and coordinated attack. The middle attack corresponds to \( \{5, 6, 7, 8\} \) and \( \{9, 10, 11, 12\} \) areas in Figure 5, and the side attack corresponds to \( \{1, 2, 3, 4\} \) and \( \{13, 14, 15\} \) in Figure 5, 16. In the area, active players in cooperative attacks appear evenly in the divided area; that is, the corresponding local space-time pattern is evenly distributed between the middle attack and the side attack. According to the transmission mode of the ball in the attack, it is divided into a fast counterattack and short pass penetration. Three methods classified by position are combined with two methods classified by transmission. So, six corresponding combined classification methods can be obtained. The input goal video is processed with the help of the LibSVM classifier. The intuitive classification is shown in Figure 6.

After classifying the tactical behaviors of a team or an event in the whole game according to the above methods, the main tactical behaviors used in the game can be analyzed according to the percentage of the six tactical behaviors used in the scoring process.

### 3.4. Case Analysis

In this paper, we apply the video of the football match to analyze all the goals scored by the Barcelona teams in the Euro 2012 match. Here, we point out the strategies that are mainly adopted by the whole match and the single team. In order to obtain recall, precision, and accuracy, the selected goal video of 2012 European Cup football match is manually marked, and the results are listed in Table 1.

After screening, there are 60 goal clips containing the six attack modes defined above. The video frames of the six attack modes in the 2012 European Cup are shown in Figure 7.

Next, take the manual marking result \( m \) as the comparison standard, and compare and analyze the computer recognition result with the manual marking result. Set the correct recognition result as \( h_c \), the wrong recognition result as \( h_f \), and the unrecognized result as \( h_m \). In order to illustrate the accuracy of the recognition result, carry out multiple experiments on the input data, and then take the average value. Recall \( (R) \), precision \( (P) \), and accuracy \( (C) \) are defined in equation (13).

\[
R = \frac{h_c}{(h_c + h_m)} \\
P = \frac{h_c}{(h_c + h_f)} \\
C = \frac{h_c}{m}
\]

(13)
The identification results of the six attack modes used in the 2012 European Cup football match obtained by using this method are listed in Table 2. It can be seen from this table that the team's goals in the 2012 European Cup football match mainly adopt the middle fast counterattack, followed by the cooperative fast counterattack. Among the six tactical behaviors applied, the recognition accuracy of tactical methods of middle and side attack is higher. Furthermore, the accuracy of cooperative attacks is slightly lower than the first two, but it also reaches more than 80%. Cooperative rapid counterattack and cooperative short pass penetration have recognition accuracy of 90.6% and 80%, respectively. The recall and precision of cooperative short pass penetration, on the other hand, are 69.6% and 71.1 percent, respectively. It is lower than other tactical behavior recognition results, which is mainly due to the unclear distinction between the boundaries of the middle and side roads in the recognition process. Regarding human eye recognition, there are errors in the manual marking results, and the reason for the relatively low accuracy can be understood from the definition of cooperative attack.

Figure 8 depicts a comparison of the number and percentage of goals scored by different tactics in Euro 2012. This figure clearly shows that the percentage of 21 fast counterattacks in the middle, that is, 27.6%, is greater than the other. Furthermore, 3 side short pass penetrations have the lowest percentage at only 3.9%.
Figure 9 shows the comparisons of the accuracy of the six attack modes used in the 2019 [24] European Cup football match obtained during our experiment. Among the six tactical behaviors applied, the recognition accuracy of tactical methods of middle and side attack is higher. Furthermore, the accuracy of cooperative attacks is slightly lower than the first two, but it still exceeds 80%. Recognition accuracy for cooperative rapid counterattack and cooperative short pass penetration is 90.6 percent and 80 percent, respectively. The recall and precision of cooperative short pass penetration, on the other hand, are 69.6% and 71.1%, respectively.

To sum up, based on the significant detection of picture pixels based on a 2D local regression kernel, this paper proposes an activity discrimination model based on the local spatiotemporal pattern. Firstly, the activity of a central point in space-time is discriminated by calculating the feature fusion value of a central point on three orthogonal planes, and the activity map is constructed. Second, it is recommended that the feature word bag model be tailored to the actual area and that the feature histogram be combined with the color information of the research object. Finally, the feature histogram of each subvideo segment is connected in series in time order.

According to the feature selection of each behavior, the LibSVM recognition classifier is used for classification and recognition. This method effectively solves the problem of low recognition accuracy caused by incomplete trajectory extraction or too complex background due to occlusion in the trajectory-based method. This method is applied to the video of the European Cup 2012 and Spanish League football match 2013-2014 to recognize the tactical behavior of players’ goals. The average accuracy is 91.3%. The experimental results verify that the proposed method has high accuracy and practicability for target behavior recognition in video.

<table>
<thead>
<tr>
<th>Attack mode</th>
<th>Fast counterattack in the middle</th>
<th>Middle short pass penetration</th>
<th>Flank quick counterattack</th>
<th>Side short pass penetration</th>
<th>Collaborative quick counterattack</th>
<th>Cooperative short pass penetration</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity</td>
<td>21</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>16</td>
<td>4</td>
<td>46</td>
</tr>
<tr>
<td>Percentage %</td>
<td>27.6</td>
<td>11.8</td>
<td>9.2</td>
<td>3.9</td>
<td>21.1</td>
<td>5.3</td>
<td>21.1</td>
</tr>
</tbody>
</table>

Table 2: Recognition results and accuracy rate of goal tactical behavior in European Cup 2012.

Figure 7: Video frame images of three attack modes in European Cup 2012.
4. Conclusions

The ability to recognize and analyze sports video behavior is essential for the automatic understanding of sports. Identification and localization of action in sports video behavior are two important research topics in this context. The detection and localization of active individuals in sports video behavior are proposed in this research using a local pattern activity discrimination algorithm. This solves the problem of low recognition accuracy due to incomplete extraction of trajectories or overly complex backgrounds in the trajectory-based approach. The model is applied to the video segments of 38 matches associated with goal events in Euro 2012, and an average accuracy of 91.3% is obtained. The experimental results verify the high accuracy and practicality of the method for the recognition of target object behavior in the video. In the future, we aim to use a modified version of this paper for various sports activities such as badminton and volleyball. Also, we aim to study the proposed approach from a security and privacy perspective as well.
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