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With the development of the society and economy, traditional water pollution monitoring methods can no longer meet the
normal needs of work. Unmanned aerial vehicle remote sensing technology has gradually emerged, and it has shown a
development trend of multimodel and multifunction. However, the application of UAV remote sensing technology in water
pollution monitoring is in its infancy and has not formed a unified method and standard. This paper introduces the
disadvantages of UAV Remote Sensing Technology in water pollution monitoring and provides a way to improve the
application level of UAV Remote Sensing Technology in water pollution monitoring. In order to make full use of the
advantages of remote sensing monitoring technology in water ecological environment monitoring, including wide coverage,
fast analysis speed, accurate and reliable monitoring results, and large amount of information, according to the spectral
effect of polluted water, a remote sensing inversion model of river and lake parameters is established to determine the
water quality of rivers and lakes. Concentrations of pollutants in the body are inverted and analyzed. The analysis results
show that the fitting effect of the inversion model is accurate and the accuracy errors reflected by the degree of dispersion
and deviation are also acceptable. The inversion results of the concentration of river and lake characteristic parameters
based on the Gaofen-1 remote sensing image data are in line with the actual situation. The research results can greatly
strengthen the monitoring capacity of the sewage outlet and provide reference for related research on water pollution
caused by the sewage outlet.

1. Introduction

With the rapid development of social economy, the ecologi-
cal environment is deteriorating and environmental pollu-
tion problems are becoming more and more serious and
sudden environmental pollution accidents occur frequently
in industrial production activities. In particular, the raw
materials, by-products, and toxic and hazardous materials
in the production, storage, and transportation all have a
major risk of sudden pollution accidents. Therefore, in order
to minimize environmental pollution and ecological dam-
age, protect people’s lives and property, and promote sus-

tained and stable economic development, it is necessary to
establish a fast and efficient early warning and emergency
response system and accident rescue mechanism and do a
good job in the investigation and prevention of sudden envi-
ronmental pollution accidents.

1.1. Early Warning and Forecasting and Processing Work.
Sudden environmental pollution accidents are different from
general environmental pollution. There is no fixed discharge
method and discharge route. They are vicious accidents that
occur suddenly and are difficult to control, discharge large
amounts of pollutants in a short period of time, and cause
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heavy losses to people’s lives and property. Sudden environ-
mental pollution accidents can be divided into five types
according to the nature of the pollutants and the way in
which they occur: leakage and diffusion of highly toxic pes-
ticides and toxic chemicals, oil spills, pollution incidents
caused by the leakage of flammable and explosive sub-
stances, and urban sewage and factories and mines.

1.2. Irregular Discharge of Wastewater and Nuclear Pollution
Accident. Among them, sudden water pollution accidents
caused by the discharge of a large amount of abnormal waste
water occur most frequently. Sudden water pollution acci-
dents are mostly caused by waterway traffic accidents, illegal
discharges by enterprises or accidental discharges, and pipe-
line ruptures. Uncertainty is the most important feature of
sudden water pollution accidents [1–3]. Even if basic infor-
mation such as the time and location of the accident and
the nature of the accident water area are obtained through
on-site surveys, the type and quantity of pollutants dis-
charged are difficult to determine due to the time lag in
the discovery of pollution accidents. These data are exactly
what is needed for water environment simulation analysis.

1.3. Basic Parameters. In addition, pollution accident infor-
mation is also incomplete and incomparable. Although
water pollution accidents have occurred frequently, the full
process information of a typical pollution accident has not
yet been obtained. Based on the abovementioned analysis,
due to the time, location, process, scale of the sudden water
pollution accident, the uncertainty of the water area, and the
incompleteness of the pollution accident information, it
brings accurate simulation and analysis of sudden water pol-
lution accidents and it is quite technically difficult.

The consequences of major sudden water pollution acci-
dents are catastrophic. Once a water pollution accident
occurs in the upper reaches of the river, the biggest damage
will be the urban and rural water supply systems and the
water ecological environment along the downstream. In
order to prevent the occurrence of sudden water pollution
accidents and minimize the extent and scope of pollution
accidents that have occurred, it is quite necessary to establish
an early warning and emergency system for sudden water
pollution accidents [4–8].

For the early warning and emergency work of water pol-
lution accidents, the migration of the pollution zone and the
temporal and spatial changes of the concentration through
on-site monitoring are far from meeting actual needs. On
the one hand, there are limited sections for on-site monitor-
ing and can only determine the current pollution status of
the polluted river and cannot scientifically and quantitatively
predict the development trend of the pollution zone; on the
other hand, it cannot make changes in various hydrological
parameters and the effects of different control strategies.

1.4. Perform Simulations and Comparisons. Using the math-
ematical model of water quality to simulate and calculate the
water quality and grasp the temporal and spatial changes of
pollutant concentration can provide powerful technical sup-
port for the water quality prediction of sudden water pollu-
tion accidents. Therefore, the accident simulation and
prediction system with the water quality mathematical
model as the core is the key link to provide early warning
and forecast and take correct emergency measures for vul-
nerable areas. Mathematically, the problem of determining
the mathematical model of water quality and its parameters,
using the time series of pollutant cross-section concentration
as the model boundary condition or source term, and calcu-
lating the time and space change process of the pollutant
group are called the water quality simulation problem [9,
10].

Due to the sudden nature of water pollution accidents, it
is generally difficult to monitor the complete source dis-
charge history in time. It is also difficult to find out the loca-
tion of the pollution source in time for some accidents
caused by industrial enterprises. Therefore, the pollution
source information necessary for model calculation is
incomplete or uncertain and general water quality mathe-
matical models cannot complete the water quality simula-
tion of sudden pollution accidents. However, the
concentration time series data obtained at the downstream
observation points of the pollution source can be input into
the water pollution accident inversion model to calculate the
location of the pollution source and its discharge process
and quantitatively determine the responsibility of the unit
that caused the accident discharge. Mathematically, the
problem of calculating the pollution source emission history
from the concentration time series data at the monitoring
section is called the water quality simulation inversion prob-
lem [11].

In order to be able to scientifically select and decide on
emergency measures and achieve effective management of
the urban drinking water source water environment, the
water quality mathematical model used for the simulation
of sudden water pollution accidents needs to meet the fol-
lowing requirements: (1) it has a faster convergence rate
and can quickly make predictions through simple opera-
tions; (2) it has good calculation stability and can use the
input data with a higher level of error to obtain reasonable
results; (3) it can adapt to various geographical and hydro-
logical conditions and can simulate and predict the effects
of various emergency measures; (4) it has certain parameter
insensitivity and can deal with the problem of model
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Figure 1: Experimental area sampling points.

2 Mobile Information Systems



parameter calibration due to lack of data; and (5) the calcu-
lation results can be visualized, such as visual expression of
polluted water bodies with GIS technology [12–16].

The control and planning of river water quality can also
be attributed to the problem of inverting the initial distribu-
tion of pollutant concentration based on known final con-
centration data. Huang et al. applied the Tikhonov
regularization method and finite difference method to give
a numerical method for solving the inverse problem of
one-dimensional unsteady turbulent diffusion initial condi-
tions; Pan et al. used the Fourier analysis theory to study
the inverse problem of the convection-diffusion equation.
The stability of the two-dimensional convection reaction-
diffusion equation is decomposed into a series of well-
posed forward problems and an ill-posed linear algebraic
equations; the classical Euler difference scheme and trun-
cated singular value decomposition method are used to solve
forward problems and ill-conditioned equations; the adjoint
assimilation method is used to solve the inverse problem of
the convection-diffusion equation inverse process [17].

With the continuous development of drone technology,
this problem has a brand new solution. UAV remote sensing
itself has the advantages of flexible maneuverability, easy
operation, high resolution, high timeliness, and low invest-
ment cost. UAV remote sensing can be used anytime and
anywhere and can bring a lot of data. It provides more con-
venience for the analysis and prediction of water pollution. It
can develop targeted monitoring programs based on the
characteristics of the monitored water area and discover
some traditions in time.

1.5. Pollution That Is Difficult to Take into Account by the
Method. At the same time, it also circumvents the limitation
of timeliness of satellite remote sensing. When the weather
conditions permit, remote sensing can be carried out on
the water area at any time and the water quality changes in
the area of interest can be grasped at any time. This is very
important for the water quality environmental monitoring
of small and microwater areas.

1.6. Significance. This article will rely on UAV remote sens-
ing technology to carry out research on the inversion of pol-
lutant concentration in water bodies [18–20].

In general, the research on the concentration of water
quality elements has become a hot topic and there is a wide
range of options in the establishment of the inversion model
and the selection of remote sensing data, which can be
proved by a large number of experiments. At the same time,
general inversion models are only valid for the experimental
area and specific experimental time period and cannot be
widely used in all waters. This is related to the complex char-
acteristics of the second type of water body. Therefore, the
experiment is generally aimed at different experimental
areas. According to the different seasons to establish and dis-
cuss the time-space model. In the past experiments, most of
the satellite remote sensing images were used. Such research
is mainly aimed at the water color elements of large water
areas, and its application is also limited. In this research,
the main consideration is to select UAV remote sensing
images to obtain higher-precision image data. Through con-
tinuous optimization of the algorithm, more accurate inver-
sion results can also be obtained.

The remaining structure of this paper is as follows: Sec-
tion 2 introduces UAV technology, Section 3 introduces
remote sensing technology and its data processing methods,
Section 4 throws light on the concentration inversion model,
and Section 5 is about summary and prospects.

2. UAV Remote Sensing Technology

With the continuous development of remote sensing tech-
nology, there are more and more water quality elements that
can be monitored by remote sensing. Except for some large
pollution accidents such as thermal pollution of water bodies
and oil spill pollution, the water quality elements can be

Figure 2: 2.4 hint of lab test of TP.

Table 1: Parameters of TUB.

Test parameters TUB SS

Range 0–200NTU 0–500mg/L

Error <±2.5% <±5.0%
Repeat <1.0% <6%
Max — <20W
Environment 5–35°C 5–40°C, <85%
Size — 310mm∗230mm∗150mm
Weight <3 kg <1.3 kg
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inverted and monitored under daily conditions. The com-
mon ones are as follows: (1) suspended sediments concen-
tration (SS), turbidity (turbidity (TUB)), and other related
water quality data. The composition of the water environ-
ment is complex; various sediments and solid particulate
matter with shapes, usually a large number of clay particles,
organic debris, plankton, etc., will affect the suspended solid
concentration; (2) the influence of aquatic plants on water
quality factors, including some common aquatic plants and
algae aquatic plants. The water quality factors related to such
plants mainly include chlorophyll (chlorophy (Ch1)) and
brown pigment (phaeo-pigment). In general, chlorophyll is
present in most aquatic plants. In general water quality
remote sensing research, the content of chlorophyll a (chlor-
ophy-a (Chl-a)) is used to reflect the content of aquatic
plants in the water body; (3) dissolved organic matter (dis-
solved organic carbon (DOM)). Due to the metabolism of
various organisms, a large amount of dissolved organic mat-
ter will be produced in the water body, which mainly
includes a large amount of organic matter such as particulate
organic carbon (POC) and also some colored ones. Dis-
solved organic matter will flow through forests, swamps,
and other complex forest environments in the natural envi-
ronment, will absorb the blue light from the hjc light, and at
the same time scatter the yellow light, making the entire
water environment appear pale-yellow, which is a large

amount of water quality remote sensing yellow substances
in the research; and (4) chemical water quality indicators.
These indicators can be divided into two types: aerobic bal-
ance indicators and nutritional indicators. Aerobic balance
indicators generally monitor the chemical oxygen demand
(chemical oxygen demand (COD)) etc. Nutritional indica-
tors are generally monitored for the total nitrogen (TN),
total phosphorus (TP), etc. [21–25].

In recent years, research on remote sensing inversion
models has continued to increase and the methods and prin-
ciples of establishing inversion models have also been con-
tinuously sublimated. There are endless researches on
improving the accuracy of experimental inversion from var-
ious angles. Cao used HJ-IA/IB remote sensing imagery in
2012 to conduct Pearson correlation analysis between his
total nitrogen and total phosphorus data and remote sensing
data using Dianchi Lake as the research area. After selecting
the data with higher correlation, the multiple linear regres-
sion model, BP neural network, and RBF network model
were established. Through comparison, it is found that the
artificial neural network model has higher inversion accu-
racy. Gao et al. first divided Chaohu Lake in 2015. According
to the experimentally divided areas, they established multi-
ple linear models for inversion research. The experimental
accuracy is high, but the inversion process is more cumber-
some due to the division of regions. In 2014, Wang used
Hulun Lake as the research area and used MODIS data to
establish a remote sensing inversion model of total nitrogen
and total phosphorus and inverted the distribution of total
phosphorus in Hulun Lake. The nutritional status was stud-
ied. In 2016, Zhang and others took Wuliangsuhai as the
research area and used MODIS data to conduct remote sens-
ing monitoring of the area. They established polynomial
inversion models of total nitrogen and total phosphorus,
and the correlation coefficients of the built models were
higher than 0.60. In 2005, Du and others used Taihu Lake
as the research area and used GOCI remote sensing images
to invert the distribution of total phosphorus (TP) in the
Taihu Lake area through regression analysis. The accuracy
of the model was as high as 0.898 and proved that there
are differences in total phosphorus concentration in different

Figure 3: Detectors and turbidimeter.

Table 2: OL1 land imager.

Band name Range_low Range_high Space resolutions

Coastal 0.433 0.453 30

Blue 0.450 0.515 30

Green 0.525 0.600 30

Red 0.630 0.680 30

NIR 0.845 0.885 30

SWIR1 1.560 1.651 30

SWIR2 2.100 2.300 30

Pan 0.500 0.580 15

Cirrus 1.360 1.390 30
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seasons. But there are similarities in the changes in total
phosphorus within a day.

It can be known from many documents that the remote
sensing inversion model of water pollutant concentration is
mainly empirical and semiempirical. In order to improve
the accuracy, the abovementioned regression method will
be used. For different seasons, different lakes, and different
types of water bodies, there is in general agreement with
the highly correlated spectral bands. However, the models
established at that time all showed great differences due to
differences in time and space. The highest correlations
achieved are also not the same, so it is necessary to establish
a remote sensing monitoring and inversion model suitable
for the pollution concentration of the study area targeted
by this study [26–29].

3. Research Area Data Collection
and Processing

3.1. Water Quality Sampling. The sampling tool used in this
experiment is a cup-type fixed-depth water quality sampler.
The instrument is made of stainless steel and will not
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Figure 4: The features of different bands.

Figure 5: Comparison of cutting images before and after atmospheric correction.
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produce a scale and will not chemically react with the sample
to affect the nature of the sample. The instrument is com-
pressed by the instrument during use. The top handle keeps
the tail cup container closed. In this state, it is 0.5m deep
from the sampling point to the water surface (the length of
the purchased instrument is 1m, and the 0.5m mark can
be marked on the rod before the experiment), after reaching
the sampling position. Lift the handle at the top of the
instrument and open the top cover of the cup container, so
that the water in the sampling area flows into the cup con-
tainer. After the container is full, continue to seal the con-
tainer according to the same method, take out the water
surface and put the sample into the preprepared sample.
Clean well the mineral water bottles, and mark them accord-
ing to the order of sampling points. Experimental area sam-
pling points are shown in Figure 1.

In this study, water samples were taken with a cup-type
fixed-depth water quality sampler in the experimental area
four times. The locations of the sampling points are shown
in Figure 1. In the process of research, it was discovered that
the outlet and inlet are the main factors affecting the spatial
distribution of water quality elements in small waters and
the experimental waters are regularly drained, so the differ-
ence in water quality between the center of the water and
the shore is not significant. In summary, in order to facilitate
the experiment, only water sampling points are distributed
on the shore. There are 20 sampling points for a single
experiment, and 500ml water samples are collected at each
point.

3.2. Measured Data of Water Quality Parameters. For the
detection of total phosphorus, the platinum antimony
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antispectrophotometric method is selected and the detection
range is 0.01mg/L–0.6mg/L. After actual testing and related
data query, the total phosphorus concentration of the water
quality in this water area meets the calibration range, so you
can use this method. As shown in Figure 2, it is a spectro-
photometer and microwave digestion furnace required for
laboratory environment and experiments. The principle of
this method is that under acidic conditions, orthophosphate
reacts with platinic acid and potassium antimony tartrate to
form phosphoplatin heteropoly acid, which is reduced by the
reducing agent ascorbic acid to become a blue complex
called as phosphoplatin blue. Suspended solid concentration
and turbidity are measured by the suspended solid concen-
tration detector and turbidity detector operated and sold
by Hangzhou Lucheng Instrument Co. Ltd. The relevant
parameters are shown in Table 1, and the instrument is
shown in Figure 3.

According to the abovementioned detection methods,
the TP, SS, and TUB parameters required for the experiment
were detected and a total of 80 sets of measured data were
obtained in four experiments.

3.3. Remote Sensing Data and Processing. After reading a
large amount of literature and searching and sorting out of
the data, it can be found that the Landsat8 satellite is used
more frequently in the current satellite water quality remote
sensing monitoring research. The Landsat8 satellite was
launched by NASA in February 2013. The satellite carries
two main payloads, namely, OLI and TIRS. Among them,
the OLI land imager contains a total of 9 wavebands, the
overall spatial resolution is 30 meters, and the imaging width
is 185∗185 km. The wavebands and related information of
the OL1 land imager are shown in Table 2. The comparison
results of different bands can be seen in Figure 4. It can be
seen that the band contains the necessary band spectrum
information for the three water quality elements discussed
in this study. In theory, it can be used for the inversion of
the three water quality elements research [30].

Table 2 is reproduced by Ding et al. 2021 (the authors of
reference [30] agree to the use of these data in this paper).

The comparison results of different bands can be seen in
Figure 4. It can be seen that the band contains the necessary
band spectrum information for the three water quality ele-
ments discussed in this study. In theory, it can be used for
the inversion of the three water quality elements. Moreover,
the SWIR1 and SWIR2 bands are significantly different from
other bands in the wavelength range and the spatial resolu-
tion of the pan band is lower than that of other bands.

The radiometric calibration in this study was performed
by the universal calibration tool (radiometric calibration)
provided by the ENVI software. The tool first reads the
metadata file and calibrates the data into the radiance value
(radiance), atmospheric apparent reflectance (reflectance),
and brightness temperatures; the conversion formula (1) is
as follows:

L = NA
a

+ L0: ð1Þ

This study uses the FLAASH atmospheric correction
module provided by ENVI to perform atmospheric correc-
tion on Landsat8 images. The FLASH atmospheric correc-
tion effect is shown in Figure 5. Generally, after FLASH
atmospheric correction is performed, due to the removal of
atmospheric influences such as water vapor, the image will
become clearer and the color will be more real.

The location of the area studied in this paper is shown by
the intersection of the red lines in Figure 5. Because the area
of the study is too small, it is difficult to identify. Then, com-
bined with the resolution of landsat8 satellite data and the
actual area of East Lake water area, we can find the tradi-
tional satellite remote sensing information. The image sim-
ply cannot satisfy the research of inversion of water quality
elements in small water areas similar to the research object,
and it is necessary to obtain higher-resolution remote sens-
ing image data through remote sensing by drones.

4. Proposal of an Inversion Model for Pollutant
Concentration in Water Bodies

When a pollution accident occurs, pollutants (organic mat-
ter, heavy metals, toxic and hazardous chemicals, etc.) enter
the water in a large amount in a short time and follow the
general law of pollutant migration, namely, the convection-
diffusion equation. Along with the transport process of pol-
lutants in water, there will also be adsorption and analysis
processes with the suspended matter, sedimentation and
resuspension processes with sediments, chemical reactions,
and biodegradation processes. These processes can be used
as convection-diffusion equations. The source and sink
terms and reaction terms are added to the equation.
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Among them, C is the concentration of the pollutant in
the water body; Dx and Dy are the diffusion coefficients; u
x, uy are the flow velocity components; Rðx, y, tÞ is the
source and sink term caused by comprehensive factors; K
is the linear reaction coefficient. If you want to further deter-
mine the concentration of the pollutant in the water body,
you must know the initial concentration distribution of the
pollutant in the water body and the concentration distribu-
tion law on the water body boundary, that is, the initial con-
ditions and boundary conditions.

Affected by objective factors such as illumination, flight
speed, and wind speed, there are some abnormal data in

the data, which leads to insufficient correlation of the overall
data. Therefore, on the basis of meeting the statistical
requirements, draw a scatter plot of the correlation standard
data, according to scatter plot to remove abnormal data.
First, randomly select 10 groups from the 80 groups of data
for testing, add linear trend lines to the scatter plots drawn
from the remaining 70 groups of TP data, and judge the
most suitable data for fitting according to the edge of the
trend line. In Figure 6, the first four spectral parameter data
of the trend line from large to small are shown. It can be seen
that the trend line R2 value of the spectral parameters V5
and V16 is the highest in the scatter plot with TP as the
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dependent variable, which are 0.2211 and 0.192, respectively;
according to the trend line to remove the abnormal data, the
number of remaining samples are nTP = 50.

Taking the optimal spectral parameters V5 and V16 of
the remaining samples as independent variables and the cor-
responding total phosphorus (TP) as the dependent variable,
four functional models of the linear regression model, expo-
nential model, power function model, and polynomial
model were established using MATLAB software.

The general form of linear function is shown in formula
(3):

f xð Þ =mx + b: ð3Þ

The general form of the exponential function is shown in
formula (4):

f xð Þ = ax a > 0, a ≠ 1ð Þ,
f xð Þ = ax +mx a > 0, a ≠ 1ð Þ,

f xð Þ = kax +mx + n a > 0, a ≠ 1ð Þ:
ð4Þ

The general form of the power function is shown in for-
mula (5):

f xð Þ = xa a ∈ Rð Þ,
f xð Þ = kxa + n a ∈ Rð Þ:

ð5Þ

The general form of the polynomial function is shown in
formula (6):

Yi = β0 + β1X1i + β2X2i+⋯+βkXki + μi,  i = 1, 2,⋯, nð Þ,
Yi = β0 + β1X1i

2 + β2X2i
2+⋯+βkXki

2 + μi,  i = 1, 2,⋯, nð Þ:
ð6Þ

The establishment of the four models all come from the
curve fitting toolbox of the MATLAB software. The previ-
ously processed spectral data is input according to the corre-
sponding data as per the sampling points, and four models
are generated, and then, the optimal model is selected
according to the correlation coefficient of the model. The
model makes predictions.

It can be seen in Figure 7 that the model fitting of four
different functions is performed on two different indepen-
dent variables, and finally, 8 inversion models of total phos-
phorus (TP) are obtained. According to the determination
coefficient of the model, Ra is as large as sorting; we can
see that the first four inversion models with larger Ra are
PLTri6, UTri6, PTri6, and ETri6 and their coefficients of
determination are 0.7965, 0.7963, 0.7948, and 0.7897,
respectively. It can be clearly seen that the spectral parame-
ter V16 is used. The fitting of the model has a better fitting
effect, and the calculation formula is RS/R1, which is the
ratio of the near-infrared band to the blue band of the Mica-
Sense RedEdge multispectral sensor. Among them, the poly-
nomial fitting model has the highest coefficient of
determination relatively and the overall change trend of

the fitting curve shows a general consistency. As the spectral
reflectance ratio continues to increase, the total phosphorus
(TP) concentration is constantly increasing.

As with the inversion of total phosphorus, affected by
objective factors such as illumination, flight speed, and wind
speed, there are some abnormal data in the data, which leads
to insufficient correlation of the overall data. Therefore, on
the basis of meeting the statistical requirements, we ran-
domly selected 10 sample information. After the group
inspection data, a scatter plot of the correlation-compliant
data is drawn on the 70 sets of SS data born and abnormal
data is removed according to the scatter plot. Add a linear
trend line to the scatter plot of SS, and judge the data that
is most suitable for fitting in the correlation standard data
according to the Ra of the trend line. Figure 8 shows the first
four spectral parameter data of the trend line from large to
small; in the scatter plot with SS as the dependent variable,
the trend line Ra value of the spectral parameters V5 and
V8 is the highest, RZSS − vs = 0:2884 and RZSS − vs =
0:2459, respectively; abnormal data are removed according
to the trend line. The number of remaining samples is nss
= 45.

The 8 inversion models of float concentration SS are
sorted according to the model’s determination coefficient
from largest to smallest, as shown in Figure 9. It can be seen
that the first four larger inversion models are PLsss, Usss,
PLsss, and Usss and their determination coefficients are in
order 0.7874, 0.7866, 0.7503, and 0.7467; it can be clearly
seen that the spectral parameter V8 used for model fitting
has a better fitting effect, and its calculation formula is ðR3
+ RSÞ/R2, which is the MicaSense RedEdge multispectral
sensor. We can get the ratio of the sum of red and near infra-
red bands to green bands. Among them, the polynomial fit-
ting model has the highest coefficient of determination
relatively and the overall change trend of the fitting curve
shows a general consistency. As the spectral reflectance con-
tinues to increase, the concentration of suspended solids
continues to decrease. It can be seen from the trend of each
curve that the spectral parameter VS is relatively scattered.
Although there is an obvious curve trend and the distribu-
tion is more uniform throughout the curve, the spectral
parameter V8 is relatively more concentrated in the curve.
In the middle part, the distance curve is also more compact,
but from the determination coefficient Ra of the model, it
can be seen that the two parameters have little difference
in the inversion of suspended solid concentration and both
can be used as candidates for the inversion of suspended
solid concentration.

As with the inversion of total phosphorus, affected by
objective factors such as illumination, flight speed, and wind
speed, there are some abnormal data in the data, which leads
to insufficient correlation of the overall data. After the group
inspection data, draw a scatter plot of the correlation-
compliant data for the remaining 70 sets of TUB data and
remove the abnormal data according to the scatter plot.
Add a linear trend line to the scatter plot of TUB and judge
the data that is most suitable for fitting in the correlation
standard data according to the trend line. In Figure 10, the
first four spectral parameter data of the trend line Ra from
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large to small are shown. It can be seen that in the scatter
plot with TUB as the dependent variable, the trend line Ra
value of the spectral parameters V4 and V5 is the highest,
0.3058 and 0.237, respectively; according to the trend line,
the abnormal data are removed and the number of remain-
ing samples is 45.

5. Conclusion

At present, the application of satellite remote sensing in the
inversion of water quality elements has been basically
mature. The inversion model has gradually transitioned
from the initial mathematical operation model to the appli-
cation of the neural network model. Both the inversion
method and the inversion accuracy have been achieved.
Although we have made some achievements, due to the
low resolution of satellite remote sensing images, satellite
remote sensing water quality inversion can only be used
for large water areas, which has certain limitations for small
and micro water areas. Based on the research on the inver-
sion of the concentration of water quality pollutants from
satellite remote sensing, this study clarified the spectral
information of the bands involved in the inversion of the
concentration of water pollution. The inversion of the water
quality parameters TP, SS, and TUB obtained good results,
providing a new data source and technical means for the
water quality monitoring of urban water bodies and provid-
ing a reliable basis for the protection and governance of the
water environment.

However, there are still many shortcomings and areas
that need improvement: (1) the current research on low-
altitude UAV water quality remote sensing is still at the basic
stage, and there are still some more rigorous methods for
acquiring and processing multispectral images. This research
failed to achieve the background denoising of multispectral
images, which has an impact on the accuracy of the experi-
mental results, which is a limitation. The next step will focus
on solving this problem; and (2) this research only solves the
experimental problem of remote sensing of water quality by
drones, and there is no specific implementation plan for the
specific application in the water quality detection system.

5.1. Future Work. The next step can be the detailed study of
the water quality monitoring system to specifically solve the
problem of water quality monitoring application issues,
combining remote sensing of water quality by drones with
traditional water quality monitoring methods, to monitor
water quality in a planned way.
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