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In order to improve the effect of Japanese teaching in colleges and universities, this study uses the variance of the bias error of the data channel of the cloud transmission platform to represent the intensity of the bias error between the data channels of the cloud transmission platform. Moreover, this study uses the perfect reconstruction filter algorithm to compensate for the frequency-dependent mismatch error of the broadband signal, obtains the value at the ideal sampling point from the sampling sequence estimation, and then corrects the delay deviation. In addition, this study constructs the overall structure of the Japanese intensive reading teaching system in colleges and universities based on the network cloud platform, proposes a method for solving the correction filter, and conducts simulation verification. Finally, this study constructs a teaching system for Japanese intensive reading in colleges and universities based on the network cloud platform. Through experimental research, it is verified that the teaching mode of Japanese intensive reading in colleges and universities based on the cloud computing intelligent platform has certain feasibility.

1. Introduction

In traditional Japanese intensive reading teaching in colleges and universities, the teaching of basic knowledge such as vocabulary and grammar has become the center. Although the goal is also to cultivate students’ comprehensive abilities in listening, speaking, reading, and writing, the content of the course places great emphasis on grammar teaching and ignores the actual workability of students and the professional quality requirements of specific industries. Therefore, how to enable students to master the Japanese language knowledge and at the same time have the Japanese ability to use Japanese for effective communication in the work environment to complete tasks is a problem that needs to be urgently solved. The ability-based action-oriented teaching model meets this requirement. Therefore, it is particularly necessary to introduce an action-oriented teaching model in the teaching of Japanese intensive reading in colleges and universities. In addition, how to introduce the action-oriented teaching model into the teaching of Japanese intensive reading class is worthy of our in-depth discussion.

The syllabus for Japanese majors in colleges and universities clearly points out that the goal of the Japanese intensive reading course is to cultivate students with a good foundation in Japanese listening, speaking, reading, writing, translation, etc., and a strong comprehensive ability to use Japanese. Contents such as extensive reading, listening, writing and translation, etc., enable students to truly master Japanese. This is completely consistent with the general requirements of the new JLPT. The purpose of teaching is not just for examinations, but examinations are an effective means of testing teaching. After all, the JLPT tests the comprehensive ability to use Japanese, and its performance is an important indicator for students to find jobs and study...
abroad. Therefore, it is particularly necessary to explore the teaching mode of Japanese intensive reading courses based on the focus of the reform of the new Japanese language proficiency test, especially to improve students' reading and listening skills.

In order to improve the teaching effect of Japanese intensive reading in colleges and universities, this study combines the network cloud platform to improve the teaching of Japanese intensive reading in colleges and universities, and builds an intelligent Japanese intensive reading teaching system to provide a platform for the subsequent improvement of the quality of Japanese intensive reading teaching.

2. Related Work

Through screening and reviewing the sources of literature authors, it is found that cloud computing applied to school management and learning aids has been used as an important research project in many universities. “The American State University has introduced cloud computing-assisted mail to ensure the security of students' e-mail, and other research and development of cloud computing-assisted learning are also underway, for example, the Collaborative Learning Center of Minnesota State University in the United States” [1]. Regarding the research on cloud computing in the storage of teaching resources, the literature [2] proposes the development of cloud storage network teaching resources that can be extracted on demand and supports the establishment of cloud teaching management systems in colleges and universities. Regarding the research on the application of cloud computing to the teaching system of colleges and universities, literature [3] proposes that due to low cost and strong service, cloud computing will replace the existing teaching software service system, and it is necessary to strengthen the cloud computing of the teaching system in colleges and universities.

The design of the cloud classroom platform based on the e-school bag should be based on the overall needs and functional requirements [4]. The system structure of the cloud classroom platform including the education cloud IaaS layer, cloud classroom PaaS layer, cloud classroom SaaS layer and user access terminals, and college cloud classrooms need to be built based on network classrooms, e-book bags, and iPad cloud classrooms [5], and cloud classroom platform design should enrich and promote diverse learning methods, for example, the subversion of teaching mode, the transformation of the learning process, and the use of blended learning methods [5].

The cloud classroom teaching mode includes teacher modules: study guide, classroom exercises, and homework; student module: group construction and discussion stage, modification and application of study guide plans, student demonstration and research stage [6], and cloud classroom interactive visualization layer structure. The design is mainly divided into four layers, namely, the data source layer, data storage layer, data analysis layer, and data visualization layer [7]. Teachers and students can realize interactive teaching by logging in to the cloud classroom [8]. Cloud classroom teaching is easy to create. The teaching situation is easy to stimulate students' interest in learning, and it is easy to use a variety of teaching methods. Cloud classroom teaching is highly interactive, which is convenient for the course and teacher-student information management. Based on the Baihui cloud computing platform, cloud classroom teaching based on collaborative learning is designed [9].

In recent years, more and more research studies on cloud courses have been conducted. These studies mainly include the following aspects: cloud course connotation, implementation, evaluation, and cloud course teaching. Among them, there are many studies on the connotation and characteristics of cloud courses, and most scholars have reached a consensus on cloud courses as a new course form [10]; there are few studies on the implementation and evaluation of cloud courses, but there are existing studies on cloud courses implementation dilemma and strategy analysis, and the diverse and dynamic evaluation forms are deeply inspiring and provide an important reference for scholars in the future. The research on cloud course teaching mainly includes personalized learning, which highlights the subjectivity and differences of students. Cloud courses are shared and expanded teaching information and promote educational equity, etc. [11]. These studies are invaluable and have made certain contributions to the theoretical study of cloud curriculum issues. The deficiencies of the research are as follows: first, since the cloud course is a new course form, its structure, function, and development are very important, and more scholars need to conduct in-depth research in these aspects [12]. Second, the research on the teaching of cloud courses is relatively fragmented, and there is a lack of overall research on the teaching mechanism of cloud courses [13].

The application of cloud computing in teaching has just started. Scholars generally pay more attention to research in this area. They have studied cloud computing in college management, teaching resource storage, and as a school teaching method [14]. Literature [15] explores and analyzes cloud computing as a method to achieve simplified computing, and the research involves many aspects: cloud classroom learning objectives, methods, attitudes, and significance; development and design of cloud classroom platform serving teaching; cloud classroom teaching goals, design, resource management, method selection, implementation process, and teaching evaluation; research on cloud classroom teaching based on specific disciplines; advantages and disadvantages of cloud classroom teaching and offline classroom teaching, etc. [16]. On the whole, the research on cloud classroom teaching is relatively comprehensive and mature. However, there is very little research on the relationship between cloud classroom teaching and offline classroom teaching, and the only research only stays in the comparison of advantages and disadvantages, and the lack of theoretical research is obviously not enough to match its actual importance [17].
3. Cloud Computing High-Speed Data Transmission

Under ideal conditions, the sum of input $x(t)$ and output $y[n]$ of TI-ADC meets: $y[n] = x(nT_s)$, and $T_s$ is the sampling period of TI-ADC. However, in actual conditions, factors such as front-end conditioning circuits, ambient temperature, differences between ADC chips, and mismatches in design will make the paths not completely consistent. This will cause problems such as mismatch between data channels of the cloud transmission platform, which will cause errors in the output data.

When there is an offset error in the data channel of the cloud transmission platform, the decomposition filter in the HFB model is shown in Figure 1.

The offset mismatch error of the data channel of the $m$-th cloud transmission platform is $o_m$. From the figure, we can get the following:

$$ x_m[n] = x[n + m] + o_m. \quad (1) $$

Furthermore, according to the HFB model, the output of TI-ADC can be obtained as follows:

$$ Y(e^{j\omega T_s}) = X(e^{j\omega T_s}) + 2\pi M \sum_{m=0}^{M-1} o_m \sum_{k=0}^{M-1} \delta(\omega T_s - \frac{2\pi k}{M}) e^{-j(2\pi km)n}. \quad (2) $$

It can be seen that in addition to the signal component of the output spectrum of the TI-ADC, there are still $M$ mismatched harmonic components at $2\pi k/M, \quad k = 0, 1, \ldots, M-1$. Moreover, the spurious component has nothing to do with the frequency of the sampled signal. It is only related to the magnitude of the offset error and the number of data channels on the TI-ADC cloud transmission platform.

When the bias mismatches of all paths are the same, that is, when $o_m = o$, equation (2) can be simplified to the following:

$$ Y(e^{j\omega T_s}) = X(e^{j\omega T_s}) + 2\pi \delta(\omega T_s). \quad (3) $$

This is consistent with the output of a single ADC when there is a bias mismatch. Therefore, we can know that when performing offset error correction on the TI-ADC system, it is not necessary to correct all the offset errors of the data channels of each cloud transmission platform to 0. It is only necessary to ensure that the offset error of each cloud transmission platform data channel is consistent.

We assume that the input sine signal $x(t) = \sin(2\pi f_c t)$ and the angular frequency is $\omega_s$; then, the power of the signal is as follows:

$$ P_x = |X(j\omega)|^2 = \frac{1}{2}. \quad (4) $$

We use the variance of the cloud transmission platform data channel offset error $\sigma_o^2$ to characterize the strength of the offset error between the cloud transmission platform data channels, and then, the power of the mismatched harmonics can be obtained, as shown below as follows:

$$ P_{\text{offset}} = \frac{1}{M} \sum_{m=0}^{M-1} |o_m|^2 = \sigma_o^2. \quad (5) $$

If the ADC’s input full scale is FSR and the number of quantization bits is $R$, the quantization noise power of the ADC can be obtained from the literature as follows:

$$ N_q = \left( \frac{\text{FSR}}{2R\sqrt{12}} \right)^2. \quad (6) $$

Therefore, the available SNDR of the TI-ADC system is as follows:

$$ \text{SNDR}_{\text{offset}} = 10\log_{10} \frac{P_x}{P_{\text{offset}} + N_q}. \quad (7) $$

The simulation verification is performed below, and the simulation parameters are set as follows:

(1) The number of data channels $N$ of TI-ADC cloud transmission platform is 4.

(2) The sampling frequency of TI-ADC is $\omega_s$.

(3) The number of quantization bits is 12 bit.

(4) The frequency of the input sine signal is 0.1001 $\omega_s$.

(5) The offset error of the data channel of each cloud transmission platform is Offset = [0.1, -0.1, 0.05, 0.2], and there is no other error.

It can be seen from Figure 2, in addition to the input signal component 0.1 $\omega_s$ and its image component 0.9 $\omega_s$, that there are also spurious components caused by offset mismatch at 0, 0.25 $\omega_s$, 0.5 $\omega_s$, and 0.75 $\omega_s$. It can be seen that the location of mismatched harmonics has nothing to do with the input signal but only with the number of data channels on the cloud transmission platform. Due to the influence of mismatch spurious components, the system SFDR is only 16.24 dB, SNDR is 16.34 dB, and ENOB is 2.42 bit.

For a single ADC, its own gain error mismatch, that is, the front-end conditioning circuit or internal amplifier, and other analog devices amplify and attenuate the error caused by the different degrees of analog signal amplification. The gain mismatch error in the TI-ADC system is caused by the inconsistent gain coefficients of the data channels of each cloud transmission platform. The HFB model is used to analyze the gain mismatch error.
When there is a gain error, the model of the decomposition filter is shown in Figure 3.

\[ Y(e^{j\omega T_s}) = \frac{1}{M} \sum_{m=0}^{M-1} \sum_{k=0}^{M-1} g_m X(e^{j(\omega T_s - 2\pi k/ M)}) H_m(e^{j(\omega T_s - 2\pi k/ M)}) G_m(e^{j\omega T_s}). \]

Analyzing the above equation, it can be seen that in addition to the spectrum components of the original signal, the spectrum of the output signal also contains \( M - 1 \) mismatched harmonic components. They are located at \( \omega_c \pm k/M \omega_c \), and due to the existence of the image component, the mismatched harmonic components in the \([0, 2\pi]\) range are located at \( \omega_c \pm k/M \omega_c \).

Further analysis shows that when the gains of the data channels of all cloud transmission platforms are the same, that is, when \( g_m = g \), the above equation can be simplified to as follows:

\[ Y(e^{j\omega T_s}) = g X(e^{j\omega T_s}). \]

This shows that even if there are errors in the data channels of each cloud transmission platform, as long as the error values are consistent, the spectrum can be free of mismatched harmonic components. It can be corrected only by changing the amplitude of the signal component.

In order to facilitate the calculation of the effect of the gain mismatch on the system, we assume that the input signal is \( x(t) = \sin(2\pi f_c t) \), the angular frequency is \( \omega_c \), and its Fourier transform is [19] as follows:

\[ X(j\omega) = \frac{\sin(\delta(\omega + \omega_c) - \delta(\omega - \omega_c))}{\pi}. \]

Substituting it to formula (10), we can get the following:

\[ Y(e^{j\omega T_s}) = \frac{1}{M} \sum_{k=0}^{M-1} \sum_{m=0}^{M-1} g_m e^{-j2\pi km/M} j\pi \left( \delta\left(\omega T_s + \omega_c T_s - \frac{2\pi k}{M}\right) - \delta\left(\omega T_s - \omega_c T_s - \frac{2\pi k}{M}\right) \right). \]

The total signal power in the range of \([0, 2\pi]\) is as follows:

\[ P_s = \frac{1}{2} E[g_m^2]. \]

The gain mismatch harmonic power is as follows:

\[ P_{gain} = \frac{1}{2M} \sum_{m=0}^{M-1} |g_m|^2 - P_s = \frac{1}{2} \sigma_g^2. \]
The variance of the gain mismatch error is $\sigma^2_g$. Therefore, when there is a gain mismatch error, the SNDR of the system is

$$\text{SNDR}_{\text{gain}} = 10\log_{10} \frac{P_s}{P_{\text{gain}} + N_q} = \frac{E[g_m]^2}{\sigma^2_g + 2N_q}$$  \hspace{1cm} (15)$$

The simulation verification is performed below, and the simulation parameters are set as follows:

(1) The number of data channels $N$ of the TI-ADC cloud transmission platform is 4.
(2) The sampling frequency of TI-ADC is $\omega_c$.
(3) The number of quantization bits is 12 bit.
(4) The frequency of the input sine signal is 0.1001 $\omega_c$.
(5) The gain mismatch error of the data channel of each cloud transmission platform is $\text{Gain} = [1, 1.1, 0.9, 1.02]$, and there is no other error.

It can be seen from Figure 4 that, in addition to the input signal component 0.1001 $\omega_c$ and its image component 0.8999 $\omega_c$, there are also spurious components caused by gain mismatch at 0.25 $\pm$ 0.100 $\omega_c$, 0.5 $\pm$ 0.100 $\omega_c$, and 0.75 $\pm$ 0.100 $\omega_c$. Its frequency is related to the frequency of the input signal. Due to the existence of gain error, the system SFDR is 25.24 dB, SNDR is 22.9893 dB, and ENOB is 3.5265 bit.

Delay mismatch is caused by the deviation between the actual sampling time and the ideal sampling time. There are many factors that cause delay deviation, which is mainly divided into two categories: deterministic delay deviation and random delay deviation. The deterministic delay deviation means that due to the mismatch of the front-end conditioning circuit, the difference between ADC chips, and the different length of the clock trace, the parameters of the data channels of the cloud transmission platform of the TI-ADC system are not completely consistent. This results in a fixed time difference between the actual sampling time and the ideal sampling time. The random delay deviation refers to the random delay difference caused by the jitter of the sampling clock and the different aperture delays of the data channels of different cloud transmission platforms. Clock jitter and aperture delay exist in any system, and we can regard them as Gaussian white noise. Therefore, we only consider the deterministic delay mismatch error, and the random delay deviation is not the focus of this study.

The HFB model of the delay mismatch error is shown in Figure 5.

In the figure, $\tau_m$ is the delay error of the data channel of the m-th cloud transmission platform. From the figure, we can get the following:

$$x_m[n] = x[n + m - \tau_m].$$  \hspace{1cm} (16)$$

From equation

$$Y(e^{j\omega T}) = \sum_{m=0}^{M-1} \sum_{k=0}^{M-1} X(e^{j\omega T - 2\pi k/M})H_m(e^{j\omega T - 2\pi k/M})$$

$$G_m(e^{j\omega T})$$, when there is a delay mismatch in the system, the output of TI-ADC is as follows:

$$Y(e^{j\omega T}) = \frac{1}{M} \sum_{m=0}^{M-1} \sum_{k=0}^{M-1} e^{j2\pi km/M} e^{-j\omega T_r \tau_r m} X(e^{j\omega T - 2\pi k/M}).$$

In order to find the influence of the delay mismatch error on the SNDR of the system, we also assume that the input signal is $x(t) = \sin(2\pi f_c t)$ and the angular frequency is $\omega_c$. The data channel delay mismatch error $\tau_m$ of the cloud transmission platform satisfies the Gaussian distribution, with a mean value of 0 and a variance of $\sigma^2$.

According to Parseval’s theorem, the total power of the harmonics mismatched between the signal and the delay is as follows:

$$P_s + P_r = \frac{1}{2M} \sum_{m=0}^{M-1} |e^{-j\omega T_r \tau_r m}|^2 \lesssim \frac{1}{2}. \hspace{1cm} (18)$$

The expansion of $e^{-j\omega T r \tau r m}$’s Taylor series at 0 is as follows:

$$e^{-j\omega T r \tau r m} \approx \sum_{p=0}^{\infty} \frac{(-j\omega T r \tau r m)^p}{p!} \tau_m^p. \hspace{1cm} (19)$$

Generally, $\tau_m$ will be much less than one sampling period. We take the first three stages of the Taylor series as their value; then, the available signal power is [20] as follows:

$$P_s = \frac{1}{2} \left( \frac{1}{2} \left( \frac{1}{2} \left( \frac{1}{2} \omega_c T_s \sigma^2 \right)^2 \right)^2 \right). \hspace{1cm} (20)$$
The power and SNDR of the mismatched harmonics can be obtained as follows:

\[
P_T = \frac{1}{2}(\omega T_s)^2 \sigma^2, \quad (21)
\]

\[
\text{SNDR}_T = 10\log_{10}\left[\frac{P_T}{P_T + N_q}\right] = 10\log_{10}\left(\frac{1}{(\omega T_s)^2 \sigma^2 + 2N_q}\right). \quad (22)
\]

The simulation verification is performed below, and the simulation parameters are as follows:

1. The number of data channels \( N \) of the TI-ADC cloud transmission platform is 4.
2. The sampling frequency of TI-ADC is \( \omega_s \).
3. The number of quantization bits is 12 bit.
4. The frequency of the input sine signal is 0.1001 \( \omega_s \).
5. The data channel delay mismatch error of each cloud transmission platform is \( \text{Time} = [0.05, -0.03, 0.1, 0.01] \), and there is no other error.

As shown in Figure 6, due to the delay error, the system SFDR is 19.38 dB, SNDR is 18.2946 dB, and ENOB is 2.7466 bit. It can be seen from the spectrogram that in addition to the input signal component 0.1 \( \omega_s \), there are spurious components at 0.25 \( \pm 0.1 \), 0.5 \( \pm 0.1 \), and 0.75 \( \pm 0.1 \), due to delay mismatch in the spectrum. The frequency of the spurious component is related to the input signal, and the position of the spurious component generated by the gain mismatch is the same.

The frequency-dependent mismatch is a gain mismatch and a delay mismatch with frequency-dependent characteristics, that is, each frequency point corresponds to different gain and delay mismatch parameters. The frequency-related mismatch error is caused by the ADC structure. We introduced the working principle of the ADC chip, and its hold function comes from the sample-and-hold. The structure diagram of the sample-and-hold device is shown in Figure 7(a).

The sample holder is composed of a holding switch, a switch buffer, an input signal buffer, an output signal buffer, and a strobe switch. The equivalent circuit of the sample-and-hold device is shown in Figure 7(b).

Among them, \( R \) represents the resistance of the strobe switch circuit, and \( C \) represents the equivalent sample-and-hold capacitance. The sample-and-hold device can be regarded as a filter, and its time constant is \( \tau = RC \). Therefore, the expression of this first-order low-pass filter is as follows:

\[
H_M(j2\pi f) = \frac{1}{1 + jf/f_{cm}} \quad m = 1, 2, \ldots, M - 1. \quad (23)
\]

Among them, \( f_{cm} = 1/R_mC_m \) is the cut off frequency of the low-pass filter, and \( m \) is the data channel label of the cloud transmission platform. Due to process limitations, the switching circuit resistance and equivalent capacitance of different ADCs cannot be completely the same. Therefore, the cloud transmission platform data channel response function of each cloud transmission platform data channel is also different, which is the source of frequency-related mismatch errors.

From the above analysis, it can be seen that the frequency-related mismatch error can be modeled as follows: each signal passes through a different low-pass filter, and the time constant error of the low-pass filter of each cloud transmission platform data channel is \( \Delta h_m = 1/f_{cm} \). The frequency-dependent mismatch error can be equivalent to the combined error of the amplitude mismatch error and the phase mismatch error. The HFB model is shown in Figure 8 as follows:

Therefore, the input and output expressions of the cloud transmission platform data channel \( m \) are as follows:

\[
x_m(n) = g_m(\omega)x(t + mT_s + \tau_m(\omega)) \quad m = 1, 2, \ldots, M - 1. \quad (24)
\]

Among them, \( \omega \) represents the frequency of the input signal, \( g_m(\omega) \) represents the relationship function between the amplitude mismatch error and the signal frequency, and \( \tau_m(\omega) \) represents the relationship function between the phase mismatch error and the signal frequency.

Among them, \( \omega \) is different from the frequency mismatch error discussed earlier. The difference is that the amplitude mismatch error is related to the frequency of the input signal. The phase mismatch error is also different from the delay mismatch error discussed earlier. The difference between them is that the phase mismatch error is nonlinearly related to the frequency of the input signal, while the delay mismatch error is linearly related to the frequency of the input signal.

From the formula

\[
Y(e^{j\omega T}) = \sum_{m=0}^{M-1} X(e^{j\omega T}) 2^{M-1-k} \left( \frac{e^{j2\pi km}}{M} \right) H_m(e^{j2\pi km})G_m(e^{j2\pi km})
\]

when there is a frequency-related mismatch error, the output of the TI-ADC system is as follows:
In the entire band. Therefore, we analyze a frequency point.

For the sake of generality, we assume that the mean value of \( \tau_m(\omega_c) \) is 0, and the mean value of \( g_m(\omega_c) \) is 1. Then, at frequency \( \omega_c \), the SNDR is as follows:

\[
\text{SNDR}(\omega_c) = 10\log_{10}\left(\frac{P_s}{P_q + N_q}\right) = 10\log_{10}\left(\frac{1}{\sigma_y^2(\omega_c) + (w_c T_s)^2 \sigma_x(\omega_c) + 2N_q}\right)
\]  

(28)

Analysis of the above formula shows that, for a single-frequency point, the impact of frequency-dependent mismatch on the system is equal to the sum of the strengths of the amplitude mismatch and phase mismatch at this frequency point. Its spectrogram is similar to gain mismatch and delay mismatch, and will not be repeated here.

The delay mismatch error between the data channels of the cloud transmission platform is ultimately caused by the inconsistency of the sampling time between the data channels of the cloud transmission platform. Therefore, we can estimate the value at the ideal sampling point from the sampling sequence and use it to correct the delay deviation. This method is called time-domain interpolation, which is the most basic delay error compensation algorithm.

Interpolation is a very effective numerical processing method, and spline interpolation is one of the most commonly used methods. The cubic spline interpolation method is proposed to solve the second-order smoothness problem. The function fitted by this method consists of a piecewise cubic curve and has a continuous second-order derivative at the sampling point. When the system satisfies the over-sampling rate condition, the cubic spline interpolation method can be used to easily compensate for the system delay mismatch.

The definition of a cubic spline ULTRA function is as follows: the function is \( S(x) \in C^2[a,b] \), which is a cubic polynomial on each partitioned interval \( [x_j,x_{j+1}] \), and given \( n \) nodes \( x_1 < x_2 < x_3 < \cdots < x_n \) in the interval, the function \( S(x) \) is a cubic spline function on nodes \( x_1,x_2,x_3,\ldots,x_n \). If a certain node \( x_j \) is given, its given function value is \( y_j = f(x_j) \), and there are the following:

\[ S(x_j) = y_j. \]  

(29)

Then, \( S(x) \) is called the cubic spline value function. It can be seen from the above definition that if we want to obtain
$S(x)$, we need to determine 4 parameters in each cell, and because there are $n$ subintervals in the definition domain, $4n$ parameters must be determined. According to the property that $S(x)$ has a continuous second derivative in $[a, b]$, we can get the following:

$$
S(x_j - 0) = S(x_j + 0), S'(x_j - 0),
S' (x_j + 0), S''(x_j - 0),
S'' (x_j + 0).
$$

That is, $S(x)$ should satisfy the above continuity condition. When solving for the parameters, $3(n-1)$ constraints can be obtained based on this condition, and together with $S(x_i) = y_j$, there are $4n-2$ constraints. Therefore, 2 more constraints are needed to solve for the parameters.

Usually, boundary conditions can be added to the limit, the boundary conditions are given on two boundary points $a$ and $b$, and generally, there are the following three types.

The value of the first derivative at the two ends is known, that is,

$$
S'(x_0) = f_0^{wV}$

The value of the second derivative at the two ends is known, that is,

$$
S''(x_0) = f_0^{wV}$

From equation (36), we can get the following:

$$
S(x) = M_j \left( \frac{x_{j+1} - x}{6h_j} \right)^3 + M_{j+1} \left( \frac{x - x_j}{6h_j} \right)^3 + \left( \frac{1}{h_j} \right)^3 \frac{x_{j+1}}{h_j} - \left( \frac{1}{h_j} \right)^3 \frac{x_j}{h_j} + \left( \frac{1}{h_j} \right)^3 \frac{x_{j+1} - x}{h_j}.
$$

From equation (36), we can get the following:

$$
S'(x_j + 0) = \frac{h_j}{3} M_j - \frac{h_{j+1}}{6} M_{j+1} + y_{j+1} - y_j
$$

$$
S'(x_j - 0) = \frac{h_{j-1}}{6} M_{j-1} - \frac{h_{j+1}}{6} M_{j+1} + y_j - y_{j-1}.
$$

Furthermore, according to $S'(x_j + 0) = S'(x_j - 0)$, the above formula can be combined to obtain the following:

$$
u_j M_{j-1} + 2 M_j + \lambda_j M_{j+1} = d_j.
$$

Among them, $u_j = h_{j-1} h_{j+1} + h_j \lambda_j = h_j \lambda_j$, and considering the boundary conditions, we can get the following:

$$
M_0 = M_n = u_n M_{n-1} + 2 M_n + \lambda_n M_n = d_n.
$$

Among them, $\lambda_n = h_0 h_{n-1} + h_n u_n = 1 - \lambda_n = h_{n-1} h_n + h_0, d_n = 6 \left( \frac{x_n}{h_n} - \frac{1}{h_n} \right)$. In summary, the matrix can be obtained, as shown below as follows:

$$
\begin{bmatrix}
2 & \lambda_1 & u_1 & M_1 & d_1 \\
u_2 & 2 & \lambda_2 & u_2 & M_2 & d_2 \\
\ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
\lambda_{n-1} & u_{n-1} & 2 & \lambda_{n-1} & M_{n-1} & d_{n-1} \\
\lambda_n & u_n & 2 & \lambda_n & M_n & d_n
\end{bmatrix}
$$

According to this matrix, $M_j$ can be obtained, and then, the cubic spline value function $S(x)$ can be obtained.

The simulation process is as follows.

Taking the data channel TI-ADC of the two cloud transmission platform as an example, the system sampling period is $T_s$ and the sampling rate is $\omega_s$. The signal to be sampled is sinusoidal, and the mismatched signal is compensated by interpolation, and the result is shown in Figure 9.

It can be seen from the test results that when the signal frequency is relatively low relative to the sampling frequency, the spline interpolation algorithm can well compensate for the signal mismatch. As the frequency of the input signal increases, the system cannot meet its oversampling requirements, and the
compensation effect is greatly reduced at this time. Therefore, when oversampling is satisfied, the interpolation method can be used for mismatch compensation.

The perfect reconstruction filter bank is based on the HFB model, adding a correction filter to each subpath, so that the combined signal after correction is consistent with the original signal, and its structure diagram is shown in Figure 10. The following derives the reconstruction conditions of the perfect reconstruction filter.

For channel \( m \), the output signal \( D_m(e^{j\omega T_s}) \) with delay mismatch error or frequency-dependent mismatch error is as follows:
\[
 D_m(e^{j\omega T_s}) = \frac{1}{M} \sum_{k=0}^{M-1} X\left(e^{j(w\tau_r - 2\pi k/M)}\right)e^{-j2\pi k/M}g_m\left(w\tau_r - \frac{2\pi k}{M}\right)e^{j(w\tau_r - 2\pi k/M)\tau_n}. \tag{41}
\]

In the formula, \(g_m\) is the gain mismatch function of the data channel of the \(m\) cloud transmission platform, \(\tau_n\) is the delay mismatch function (in \(T_s\) as the unit, normalized value), and the output of the mismatch signal after passing the correction filter is as follows:

\[
 Y_m(e^{j\omega T_s}) = \frac{1}{M} \sum_{k=0}^{M-1} X\left(e^{j(w\tau_r - 2\pi k/M)}\right)e^{-j2\pi k/M}g_m\left(w\tau_r - \frac{2\pi k}{M}\right)e^{j(w\tau_r - 2\pi k/M)\tau_n} R_m(e^{j\omega T_s}). \tag{42}
\]

In the formula, \(R_m(e^{j\omega T_s})\) is the correction filter function of the cloud transmission platform data channel \(m\).

\[
 Y(e^{j\omega T_s}) = \frac{1}{M} \sum_{m=0}^{M-1} \sum_{k=0}^{M-1} X\left(e^{j(w\tau_r - 2\pi k/M)}\right)e^{-j2\pi k/M}g_m\left(w\tau_r - \frac{2\pi k}{M}\right)e^{j(w\tau_r - 2\pi k/M)\tau_n} R_m(e^{j\omega T_s}). \tag{43}
\]

We set up the following:

\[
 M(k) = \frac{1}{M} \sum_{m=0}^{M-1} e^{-j2\pi k/M}g_m\left(w\tau_r - \frac{2\pi k}{M}\right)e^{j(w\tau_r - 2\pi k/M)\tau_n} R_m(e^{j\omega T_s}). \tag{44}
\]

The combined output is as follows:

\[
 Y(e^{j\omega T_s}) = \sum_{k=0}^{M-1} X\left(e^{j(w\tau_r - 2\pi k/M)}\right)M(k). \tag{45}
\]

It can be seen from the above formula that if you want the output of the system to be error-free, the output should only contain the spectral components of the input signal, and then, \(M(k)\) should meet the following conditions:

\[
 M(k) = \begin{cases} 
 e^{-j\omega d} & k = 0, \\
 0 & \text{other}. 
\end{cases} \tag{46}
\]

Among them, \(c\) is a constant and \(d\) is a definite time delay, which is the condition for perfect reconstruction. Therefore, by solving the correction filter \(R_m\) according to the perfect reconstruction condition, the error compensation can be realized.

From the perfect reconstruction condition and equation (44), the following matrix expression can be obtained as follows:

\[
 M = H \times R. \tag{47}
\]

Among them, there are the following:

\[
 H = \frac{1}{M} \begin{bmatrix}
 c \cdot e^{-j2\pi (M-1)/M}H_0(\omega) & \cdots & e^{-j2\pi (M-1)/M}H_0(\omega) & \cdots & e^{-j2\pi (M-1)/M}H_0(\omega) \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 c \cdot e^{-j2\pi (M-1)/M}H_0(\omega) & \cdots & e^{-j2\pi (M-1)/M}H_0(\omega) & \cdots & e^{-j2\pi (M-1)/M}H_0(\omega) \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 c \cdot e^{-j2\pi (M-1)/M}H_0(\omega) & \cdots & e^{-j2\pi (M-1)/M}H_0(\omega) & \cdots & e^{-j2\pi (M-1)/M}H_0(\omega) \\
 \end{bmatrix}. \tag{48}
\]
$H$ is a matrix composed of the cloud transmission platform data channel mismatch function $H_m$, and $R$ is a matrix composed of the correction filter $R_m$ of each cloud transmission platform data channel. From this, the frequency-response function of the correction filter can be obtained, that is,

$$R = H^{-1} \times M. \quad (49)$$

In summary, the process of using the perfect reconstruction filter algorithm to compensate for the frequency-dependent mismatch error of the broadband signal is as follows:

1. This study selects $N$ frequency points ($0 \sim N - 1$) in the passband range and uses the error mismatch estimation algorithm to estimate the gain mismatch error and delay mismatch error of each channel. Subsequently, the error value at each discrete point is fitted to obtain the data channel mismatch function $H_m(\omega)$ of each cloud transmission platform.
2. In this study, these $N$ frequency points are substituted into equation (49) in turn, and $N$ equations can be obtained. Each equation can obtain the response value of the corresponding frequency point of the correction filter $R_m$.
3. This study performs IFFT operation on $R_m$ to obtain filter coefficients.
4. The data channel mismatch signal of each cloud transmission platform is convolved with the corresponding correction filter.
5. This study adds the corrected signals of each channel to obtain the reconstructed signal.

4. The Teaching Mode of Japanese Intensive Reading Colleges and Universities Based on the Network Cloud Platform

The overall architecture of the college Japanese intensive reading teaching system based on the network cloud platform includes the following layers: application layer, service layer, resource management layer, infrastructure layer, and data layer for intensive reading teaching. The hierarchical thinking can make the entire system structure clearer and easier to expand and maintain. The overall architecture diagram is shown in Figure 11.

The overall functional module design of the system is shown in Figure 12.

Through the above analysis, a college Japanese intensive reading teaching system based on the network cloud platform has been constructed. This study counts multiple sets of data to evaluate the teaching effect of the college Japanese intensive reading teaching system based on the network cloud platform proposed in this study. Moreover, this study combines simulation research and expert evaluation to
evaluate the resource processing and teaching effect of this system, and the results shown in Tables 1 and 2 are obtained. The corresponding statistical graphs are shown in Figures 13 and 14.

Through the above research, it can be known that the college Japanese intensive reading teaching system based on the network cloud platform has a good resource processing effect and teaching effect of Japanese intensive reading teaching.
Table 1: Teaching resource processing effect of college Japanese intensive reading teaching system based on the network cloud platform.

<table>
<thead>
<tr>
<th>Number</th>
<th>Cloud resource processing</th>
<th>Cloud resource processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.97</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>96.13</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>97.07</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>97.14</td>
<td>28</td>
</tr>
<tr>
<td>5</td>
<td>96.91</td>
<td>29</td>
</tr>
<tr>
<td>6</td>
<td>97.71</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>95.64</td>
<td>31</td>
</tr>
<tr>
<td>8</td>
<td>97.28</td>
<td>32</td>
</tr>
<tr>
<td>9</td>
<td>93.16</td>
<td>33</td>
</tr>
<tr>
<td>10</td>
<td>94.93</td>
<td>34</td>
</tr>
<tr>
<td>11</td>
<td>93.14</td>
<td>35</td>
</tr>
<tr>
<td>12</td>
<td>95.52</td>
<td>36</td>
</tr>
<tr>
<td>13</td>
<td>94.52</td>
<td>37</td>
</tr>
<tr>
<td>14</td>
<td>93.84</td>
<td>38</td>
</tr>
<tr>
<td>15</td>
<td>97.56</td>
<td>39</td>
</tr>
<tr>
<td>16</td>
<td>94.87</td>
<td>40</td>
</tr>
<tr>
<td>17</td>
<td>94.41</td>
<td>41</td>
</tr>
<tr>
<td>18</td>
<td>93.15</td>
<td>42</td>
</tr>
<tr>
<td>19</td>
<td>96.78</td>
<td>43</td>
</tr>
<tr>
<td>20</td>
<td>96.85</td>
<td>44</td>
</tr>
<tr>
<td>21</td>
<td>94.92</td>
<td>45</td>
</tr>
<tr>
<td>22</td>
<td>97.61</td>
<td>46</td>
</tr>
<tr>
<td>23</td>
<td>94.73</td>
<td>47</td>
</tr>
<tr>
<td>24</td>
<td>94.69</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Teaching effect of college Japanese intensive reading teaching system based on the network cloud platform.

<table>
<thead>
<tr>
<th>Number</th>
<th>Teaching effect</th>
<th>Number</th>
<th>Teaching effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.45</td>
<td>25</td>
<td>78.89</td>
</tr>
<tr>
<td>2</td>
<td>89.78</td>
<td>26</td>
<td>79.48</td>
</tr>
<tr>
<td>3</td>
<td>85.78</td>
<td>27</td>
<td>82.97</td>
</tr>
<tr>
<td>4</td>
<td>86.44</td>
<td>28</td>
<td>91.37</td>
</tr>
<tr>
<td>5</td>
<td>90.47</td>
<td>29</td>
<td>87.04</td>
</tr>
<tr>
<td>6</td>
<td>91.54</td>
<td>30</td>
<td>90.84</td>
</tr>
<tr>
<td>7</td>
<td>79.79</td>
<td>31</td>
<td>87.84</td>
</tr>
<tr>
<td>8</td>
<td>82.01</td>
<td>32</td>
<td>86.38</td>
</tr>
<tr>
<td>9</td>
<td>91.61</td>
<td>33</td>
<td>89.56</td>
</tr>
<tr>
<td>10</td>
<td>80.12</td>
<td>34</td>
<td>77.62</td>
</tr>
<tr>
<td>11</td>
<td>88.34</td>
<td>35</td>
<td>79.84</td>
</tr>
<tr>
<td>12</td>
<td>80.05</td>
<td>36</td>
<td>78.31</td>
</tr>
<tr>
<td>13</td>
<td>88.12</td>
<td>37</td>
<td>83.68</td>
</tr>
<tr>
<td>14</td>
<td>80.96</td>
<td>38</td>
<td>87.73</td>
</tr>
<tr>
<td>15</td>
<td>79.73</td>
<td>39</td>
<td>84.26</td>
</tr>
<tr>
<td>16</td>
<td>85.92</td>
<td>40</td>
<td>90.55</td>
</tr>
<tr>
<td>17</td>
<td>88.53</td>
<td>41</td>
<td>80.17</td>
</tr>
<tr>
<td>18</td>
<td>78.29</td>
<td>42</td>
<td>83.30</td>
</tr>
<tr>
<td>19</td>
<td>77.38</td>
<td>43</td>
<td>88.75</td>
</tr>
<tr>
<td>20</td>
<td>82.88</td>
<td>44</td>
<td>81.31</td>
</tr>
<tr>
<td>21</td>
<td>90.23</td>
<td>45</td>
<td>85.62</td>
</tr>
<tr>
<td>22</td>
<td>81.01</td>
<td>46</td>
<td>83.27</td>
</tr>
<tr>
<td>23</td>
<td>84.11</td>
<td>47</td>
<td>90.49</td>
</tr>
<tr>
<td>24</td>
<td>88.12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Japanese intensive reading in colleges and universities, this study combines the network cloud platform to improve the teaching effect of Japanese intensive reading in colleges and universities, and builds an intelligent Japanese intensive reading teaching system based on the network cloud platform. The research shows that the college Japanese intensive reading courses to improve students’ comprehensive listening, speaking, reading, writing, and translation skills. College students have poor self-learning ability and short school time. Therefore, how to effectively use Japanese intensive reading courses to improve students’ comprehensive practical ability in Japanese is a question that every Japanese teacher must think about. In order to improve the teaching effect of Japanese intensive reading in colleges and universities, this study combines the network cloud platform to improve Japanese intensive reading teaching in colleges and universities, and builds an intelligent Japanese intensive reading teaching system. The research shows that the college Japanese intensive reading teaching system based on the network cloud platform has a good resource processing effect and teaching effect of Japanese intensive reading teaching.
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5. Conclusion

The main purpose of Japanese teaching in colleges and universities is to cultivate skilled, applied, practical, and compound senior foreign language talents who meet the needs of the social market, have strong Japanese language application ability, can use Japanese as a tool, and engage in relevant professional practice activities. Therefore, Japanese teaching in colleges and universities should focus on cultivating students’ language application and practical ability. As one of the compulsory courses for Japanese majors, the Japanese intensive reading course is a comprehensive course that cultivates students’ listening, speaking, reading, writing, and translation skills. College students have poor self-learning ability and short school time. Therefore, how to effectively use Japanese intensive reading courses to improve students’ comprehensive practical ability in Japanese is a question that every Japanese teacher must think about. In order to improve the teaching effect of Japanese intensive reading in colleges and universities, this study combines the network cloud platform to improve Japanese intensive reading teaching in colleges and universities, and builds an intelligent Japanese intensive reading teaching system. The research shows that the college Japanese intensive reading teaching system based on the network cloud platform has a good resource processing effect and teaching effect of Japanese intensive reading teaching.
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