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With the continuous development and maturity of information technology, the open methods and development results of
software are enriched constantly. +ere are uncertain factors that may affect the cost of software development. +e control of
demand, the determination of the logical framework, and the vagueness and inaccuracy of business logic can all affect the
development cycle of software. In this paper, the bit error rate and complexity are calculated by using the related algorithm based
on the deep recursive least squares algorithm through the establishment of a collaborative engineering tool evaluation system.
Under the same preconditions, the estimation performance of the deep recursive least squares algorithm is compared with that of
the ideal channel based on the same foundation, and the deep recursive least squares algorithm is simulated through the
simulation curve. In addition, the performance of the algorithm is analyzed.+e evaluation criteria of four indexes for perception,
synchronization, product, and coordination were put forward. +e results of the study indicate that the proposed algorithm is
effective and can support the engineering modeling of collaborative software.

1. Introduction

From the stand-alone software that supports a single system
to the network software that can support cross-platform
systems and from the software that supports PC to the
application microprogram that can support the mobile
terminal, the continuous maturity and innovation of soft-
ware have been affected by big data technology, basic un-
derlying framework technology, and smart terminal
hardware. But more importantly, there are uncertain factors
that may affect the cost of software development.+e control
of demand, the determination of the logical framework, and
the vagueness and inaccuracy of business logic can all affect
the development cycle of software [1–4].

For this purpose, experts in the industry have also de-
veloped a variety of approaches and means to make the
corresponding improvement, such as the application of local
area networks or fixed Internet and the use of developer
interoperability for the collaborative development of soft-
ware to support the unification and standardization of

software engineering development methods, specifications,
and tools with high efficiency. In addition, the changes in the
business logic during the development process of software
can be clearly covered to carry out planning and execution of
the role and activities in time and space effectively in ac-
cordance with the actual requirement for changes. In this
paper, the collaborative development of software is imple-
mented based on the method of the deep recursive least
squares through the establishment of an evaluation system
for the collaborative engineering tools.

1.1. Process Model of the Collaborative Design

1.1.1. Basic Definition of Collaborative Design. +e so-called
collaborative design indicates that in the whole design
process, as there are many nodes and parameters, it is
necessary to take the control-driven support, data-driven
support, and other factors into comprehensive consid-
eration [5–9]. At the same time, since the collaborative
design has a certain level of complexity, it is necessary to
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understand the complexity clearly in the process of col-
laborative design of software and distinguish the com-
plexity according to business logic appropriately. Based
on the features of the continuous evolution and im-
provement in the collaborative design process, specific
status control is carried out on the tasks to obtain the real-
time status.

Based on the practical requirements, practical opera-
tions, and other business needs, the following model based
on the features of collaborative design is established in this
paper.

Definition 1. +e network model for the collaborative de-
sign process is a labeled network with the relevant state, that
is, a combination of eight items as follows.

CoNet� (P, V, T, F, R, Wr, C, θ, L), which meets the
following conditions:

(1) P is a limited set of places.
(2) V is a limited dataset. +e parameter information

used hereunder is defined in the variable dataset.
(3) T is a finite set of changes.
(4) F is a limited flow relationship, FcPxTuTxP.
(5) R stands for the read relationship, and Wr stands for

the write relationship. +ey represent the file read
and write of the tasks in the workflow model.

(6) C : P⟶S(D), and ϑ(D) stands for the set of powers
of color D. Among them, the color set D stands for
the set of all possible token types in the system, and
different colors represent various token types. For
p ∈P, C(p) stands for the set of all possible token
colors in place p.

(7) θ stands for the type function of transition, θ: T
{form, tool, subflow}. +ere are three types of
changes in the process model proposed, which have
specific meaning in the workflow model: the form
type task node, the tool type task node, and the
subprocess node.

(8) L is themapping between the place and the transition
to the namespace, and L : P∪T)⟶E∗, S∗ stands for
the set of character strings.

+e network is set as the thirteen yuan ancestor. +e
main influencing elements of the model are divided into
subprocesses, tools, and form collections. Among them,
analysis tools need to be bound to the related tools to a
certain level. In addition, simulation and other tools
should be included as well. +e form type is the most
basic type. +e original input data are sent to the sub-
sequent node data through input and output. +e sub-
processes represent the subnetwork, and the model of the
subnetwork is the same as that in the definition of the
parent node.

In the model, there is a start place “start,” and a terminal
place “terminal”; that is, •start � ∅, teminal• � ∅. Based on
the definition of the collaborative design model described
above, the formal definition of the collaborative design
workflow system is introduced as follows.

Definition 2. +e network ψ after the collaborative design is
set to a thirteen tuple and defined as
ψ � (P, V, T, F, R, Wr, C, θ, L, K, M, W, status), whichmeets
the following conditions:

(1) CoNet � (P, V, T, F, R, Wr, C, θ, L) is the basic
model of the system.

(2) K: P⟶{1, 2,...} is the ctoken capacity function of the
workflow model, and the default dtoken capacity is
unlimited.

(3) M:p⟶φ(D), where φ(D) stands for the power set of
the multiple set of color D, which is referred to as the
flow identifier of the model. In addition, for
∀p ∈ P: Mc(p)≤K(p). Mc(p) stands for the
number of ctokens in place p; Mc(p) stands for the
number of ctokens in place p.

(4) W: F⟶φ(D), where φ(D) stands for the power set of
the multiple set of color D, which indicates that for
f ∈ F, W(f) is the multiple token set of the arc.
Mc(f) stands for the number of ctokens on the color
multiplicity set of W(f); Md(f) stands for the color
multi-sets of dtoken on the color multiplicity set of
W(f).

(5) Status: T⟶{0, 1, 2} is referred to as the status
function of system changes. +e system can be di-
vided into three states: not-ready state, execution
state, and submit state.

1.2. Definition and Evaluation of States. According to the
definition of international workflow management (WFM),
workflow management system should be driven by the
formal description of workflow. It is the same as system
software engineering in supporting collaborative software
development. WFM controls and manages the activity
sequence of users through a series of predefined operations
or steps in business activities. +e basic control modes
include sequence, parallel bifurcation, multi-channel se-
lection, synchronization, exclusive selection, and simple
combination. Once the workflow is defined in detail in the
process oriented management environment, it is difficult to
avoid the constraints of collaborative work steps by pat-
terned sequence. In other words, WFM cannot well support
the collaborative mode with high dynamics and high
flexibility.

1.3. Advantages and Applicable Scenarios of Collaborative
Design. Collaborative software engineering is based on
computer network and the interoperability and collabo-
rative work of team developers. It includes all software
engineering methods and specifications and tools that
support the flexible and efficient work of the team, cov-
ering all formal and informal communication and coor-
dination requirements in the process of software
development, so as to plan, execute, and coordinate all
activities and tasks distributed in space and time. Col-
laborative software engineering includes a series of tasks
from requirement analysis to code debugging. Researchers
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are now beginning to develop CSE prototype tools for
every possible task. In this research field, some new ar-
chitectures, tools, and viewpoints on CSE have been
published and put forward. +e representative tools are
tools that support real-time software modeling, design,
and management. However, development tools are typi-
cally based on traditional software engineering tools and
technologies. For example, developers can modify the
source code, and users can give early warning of problems.
Only a few real-time editing and drawing tools exist, and
the modification, copying, and merging of models with
traditional methods are replaced by fully synchronous file
sharing and multi-view support.

1.4. BasicOperations of CollaborativeDesign. On the basis of
the fundamental definitions, this section is mainly about
setting the basic operations in the collaborative design
model.

(1) ·t � x|∀x ∈ P, (x, t) ∈ F{ }, which stand for all the
predecessor places in the transition t.

(2) ·t � (x, t)|(x, t) ∈ F{ }, which stand for all the pre-
cursor flow relationships of the node t.

(3) t· � x|∀x ∈ P, (t, x) ∈ F{ }, which stand for all the
subsequent places in the transition t.

(4) t· � (t, x)|(t, x) ∈ F{ }, which stand for all the sub-
sequent flow relationships of the node t.

(5) ·p � x|∀x ∈ T, (x, p) ∈ F􏼈 􏼉, which stand for all the
precursor changes of the place p.

(6) p· � x|∀x ∈ T, (p, x) ∈ F􏼈 􏼉, which stand for all the
subsequent changes of the place p.

(7) t stands for the node set of the subprocess repre-
sented by this node, t

_
⊆P∪T.

(8) r(x) � t|(x, t) ∈ R{ } is referred to as the read set of
x.

(9) w(x) � t|(x, t) ∈Wr{ } is referred to as the write set
of x.

(10) tp(x) stands for the type of variable x, x ∈ V.
(11) Type � ∪

x∈V
tp(x) is referred to as the type set of the

workflow model system.

1.5. Triggering Rules

1.5.1. General Process. In this part, the triggering rules of
θ(t)� form or θ(t)� tool are discussed: the conditions for
general process transition t to have the right of concession at
M are as follows:

∃p ∈ · t: Mc(p)≥Wc(p, t)∧T(t) � 0

if(θ(t) � form∨θ(t) � tool).
(1)

At this point, the status of the system is shown in
Figure 1.

When Mt>, t transition is changed from the not-ready
state to the execution state, and the change in the system is
expressed as follows:

Mc
′(p) �

Mc(p) − Wc(p, t)If p ∈ · t

Mc(p)If p ∉ · t
􏼨 􏼩,

T(t) � 1,

if(θ(t) � form∨θ(t) � tool).

(2)

Formula (2) clarifies the change of the system transition
state, from the unready state to the execution state.

When the transition is in the execution state, the
transition is waiting for the arrival of the data required.
When all the required data are in the predecessor place of the
transition, the transition will enter the submit state. +e
conditions for the conversion of the transition t from the
execution state to the submit state atM are shown as follows:

T(t) � 1∧ ∪
f∈·t

Wd(f)⊆ ∪
p∈·t

Md(p)􏼠 􏼡,

if(θ(t) � form∨θ(t) � tool),

∪
f∈·t

Wd(f) � a, b{ } ∪
p∈·t

Md(p) � a, b, c{ }.

(3)

Hence, the conditions for conversion to submission are
met, and the state of t is converted to the submit state, that is,
T(t)� 2, as shown in Figure 2.

+e transition t is in the submit state, which returns to the
not-ready state again after the calculation task is accomplished.
+e changes in the system are described as follows:

Mc
′(p) �

Mc(p) + Wc(p, t)If p ∈ · t,

Mc(p)If p ∉ · t,
􏼨

Md
′(p) �

Md(p)∪Wd(p, t)If p ∈ · t,

Md(p)If p ∉ · t,
􏼨

T(t) � 1.

(4)

+e status of the system after conversion is shown in
Figure 3.

+e C3 library in Figure 3 contains a control token and a
b-color data token, and the C4 library contains a ctoken, a
c-color token, and two d-color dtokens. At this time, the C3
position contains a control token and a b-color data token,
and the C4 place contains a ctoken, a c-color token, and two
d-color dtokens.

1.5.2. Subprocess. A system structure is set, as shown in
Figure 4.

+e conditions for the process t to have the right of
concession in M are as follows:

∃p ∈ · t∧p ∉ t _: Mc(p)≥Wc(p, t)∧T(t) � 0,

if(θ(t) � subflow).
(5)

+e status of the system is shown in Figure 5.
+ere is a predecessor place C1 of t that does not fall into

t, and the control place contained in C1 is larger than the
flow relationship from C1 to t, which needs to consume a
control token. In addition, t is in a not-ready state, that is,
T(t)� 0. At this point, it is referred to as the subprocess twith
the right of concession at M, and it is denoted as M[t>.
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WhenM[t>, t transitions from the not-ready state to the
execution state, and the change in the system is expressed as
follows:

Mc
′(p) � Mc(p) − Wc(p, t)If p ∈ · t∧p ∉ t _Mc(p) + Wc(t, p)If p ∈ t · ∩ t

_
Mc(p)If p ∉ · t If p ∉ · t∪ t · ∩ t

_
􏼒 􏼓􏼚 􏼛,

T(t) � 1, If (θ(t) � subflow).

(6)

C1 C2

C4C3

(a, ctrl)

(b, ctrl) (c, d, d, ctrl)

(b, ctrl)

T (t):0
t

Figure 1: Status of the system at Mt.

C1
(a,c)

C2
(b)

C4C3

(a, ctrl)

(b, ctrl)

(b, ctrl)

(c, d, d, ctrl)

T (t):2
t

Figure 2: Transition of the system to the submit state.
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When t is in the execution state, upon the arrival of all
the data tokens of the precursor place, the data tokens will be

transmitted to the start place of the subprocess. +e formal
representation is shown as follows:

Md
′(p) � Md(p)∪Wd(p, t)If p ∈ t · ∩ t _Md(p)If p ∉ t · ∩ t

_
􏼚 􏼛,

If (θ(t) � subflow∧T(t) � 1).

(7)

At this time, a data token “a” and a data token “b” arrive
at C1. +e change in the system is shown in Figure 6.

When all the data tokens required for the subprocess are
already in their predecessor place, they can be converted to
the submit state. +e conditions for the conversion of t from
the execution state to the submit state are as follows:

T(1) � 1∧ ∪
f∈·t

Wd(p)⊆ ∪
p∈·t

Md(p)􏼠 􏼡∧ Mc pt( 􏼁≥Wc pt, t( 􏼁( 􏼁,

If (θ(t) � subflow).

(8)

When t is converted from the execution state to the
submit state, if t has completed the processing of the data, it
can be further converted from the submit state to the not-
ready state and send the control token back to trigger the
subsequent nodes.

t is converted from the submit state to the not-ready
state, and the change in the system is as follows:

Mc
′(p) � Mc(p) − Wc(p, t)If p ∈ · t∧p ∈ t _Mc(p) + Wc(t, p)If p ∈ t · ∧p ∉ t

_
Mc(p)in other circumstances􏼚 􏼛,

Md
′(p) � Md(p)∪Wd(p, t)If p ∈ · t∧p ∉ t _Md(p)in other circumstances􏼈 􏼉,

T(t) � 0.

(9)

2. Performance Analysis of the Deep Recursive
Least Squares Algorithm

2.1. Bit ErrorRate of theAlgorithm. When the received signal
is 0, the output value obtained after the signal is correlated
with the local template is as follows:

Z0 � 􏽚
Ts

0
pR(t) + n(t)􏼂 􏼃m(t)dt

� 􏽚
Ts

0
pR(t)􏽢pR(t)dt − 􏽚

Ts

0
pR(t)􏽢pR(t − Δ)dt + x.

(10)

In the above equation,

x � 􏽚
Ts

0
􏽢pR(t)n(t)dt − 􏽚

Ts

0
􏽢pR(t − Δ)n(t)dt. (11)

Its mean value is 0, and the variance can be obtained as
follows:

σ2x � N0 E􏽢pR
− R􏽢pR

(Δ)􏼔 􏼕. (12)

E􏽢pR
� 􏽒

TS

0
􏽢p
2
R(t)dt is the energy carried by 􏽢pR(t).

R􏽢pR
(τ) � 􏽚

Ts

0
􏽢pR(t)􏽢pR(t − τ)dt. (13)

+e above equation is the autocorrelation function of
􏽢pR(t).

When the transmitted bits are independent of each other
and have equal probability, the mean bit error rate (BER) of
the receiver is as follows:

EBER �
1
2
Pr 􏽢bj � 1|bj � 0􏼐 􏼑 +

1
2
Pr 􏽢bj � 0|bj � 1􏼐 􏼑

�
1
2
Pr 􏽢bj � 1|bj � 0􏼐 􏼑 � Pr Z0 < 0( 􏼁

�
1
2

erfe

��������������������

R
pR􏽢pR

(0) − R
pR􏽢pR

(Δ)􏼒 􏼓
2

2N0 E􏽢pR
− R􏽢pR

(Δ)􏼒 􏼓

􏽶
􏽵
􏽴

,

(14)

where R
pR􏽢pR

(τ) � 􏽒
TS

0 pR(t)􏽢pR(t − τ) stands for the cross-
correlation function of pR(t) and 􏽢pR(t).

2.2. Complexity of the FD-RLS Algorithm. +e channel es-
timation is conducted by using the N bit information of the
deep recursive least squares [10–13], and the number of
sampling points of the signals is set to M. At the same time,
the statistical mean, RLS, and DFT of the signals are esti-
mated. +e algorithm is used to carry out iteration. In each
part of the iterative process, fast transformation is performed
through FFT, and at the same time, the RLS algorithm is
used to carry out multiplication and 4M addition operations.

FD-RLS still has exponentiation calculation. However, as
the pulse signal in the transmission process in the system is
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C1
(a,c)

C2
(b)

C4
(c, d, d, ctrl)

C3
(b.ctrl)

(a, ctrl)

(b, ctrl)

(b, ctrl)

(c, d, d, ctrl)

T (t):2
t

Figure 3: Changes after the system is converted to the submit state.
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T2

T3
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(a, b, ctrl)

(a, b, ctrl)

(a, ctrl)

(b, ctrl) (d, ctrl)

(e, ctrl)

(c, ctrl)

(c, ctrl)

(c, ctrl)
(c, d, ctrl)

T
(subflow)

Figure 4: Network system with the subprocesses.
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(ctrl)
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T1

T2
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(a, b, ctrl)

(a, b, ctrl)
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(b, ctrl) (d, ctrl)

(e, ctrl)

(c, ctrl)

(c, ctrl)

(c, ctrl)
(c, d, ctrl)

T
(subflow)

Figure 5: Initial state of the system.
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relatively weak, it leads to a relatively high sampling fre-
quency for the receiving terminal. At this point, the amount
calculated by FD-RLS is less than the calculated amount
based on the estimation of the ML channel (that is, the ML
algorithm). +is suggests that the RLS algorithm has rapid
convergence, and the RLS algorithm can achieve the opti-
mization of collaborative design for software by using rel-
atively less recursion, thereby reducing the amount of
optimization in the collaborative design of the software.

2.3. Performance Simulation. In this paper, system simula-
tion is carried out on the collaborative design of software,
and CM1 is used for the simulation of the channel model to
communicate information between service flows [14, 15].
+e system parameters are set to 300 (N), 120 ns, and so on,
and the duration of the pulse is set to 0.6 ns to ensure timely
and rapid response to any requirement. At the same time, it
is ensured that the pulse should have sufficient sampling
points. In general, fp � 5GHz is set. For the purpose of
making the deep recursive least squares algorithm have the
minimum steady-state error, it is necessary to reflect the final
algorithm performance index of the collaborative design of
software from a number of perspectives.

From Figure 7, it can be seen that the set of experiment
1 has reflected the simulation of the signal-to-noise ratio

of the received signal under different collaborative designs
of software. +e specific results indicate that as the pulse
cycle continues to oscillate, the performance of the system
is continuously improved. However, the extent of im-
provement is becoming more and more stable, which has
clarified that in the process of software collaborative
design, it is necessary to give a response, make modifi-
cation, and send feedback to software requirements in a
timely manner.

In the second experiment, under the same precon-
ditions, the estimation performance of the deep recursive
least squares algorithm is compared with that of the ideal
channel based on the same foundation, and the deep
recursive least squares algorithm is simulated through the
simulation curve. From the results, it can be seen that the
performance of the deep recursive least squares algorithm
is significantly superior to that of the ML algorithm. When
the BER is up to the 0.0001 dimension, the actual cal-
culated value of the signal-to-noise ratio is 3 dB less than
the ideal value.

+e four indexes in the collaborative software design are
inherently correlated with each other. However, the ultimate
goal is to develop software collaboratively. At this point, the
joint decisions, the understanding and sharing of knowl-
edge, and the credibility and reliability of decision making of
software design collaborators become more important
factors.

3. Conclusions

+e complexity of software development has been increasing
day by day, the difficulty of design is gradually increased as
well, and the process has become more and more compli-
cated. +e traditional serial working approach can no longer
adapt to the integrated design method at present. In this
paper, the application of the related algorithm in the process
of collaborative software design is explored based on the
deep recursive least squares algorithm through the calcu-
lation and analysis of the bit error rate and complexity using
the algorithm for the purpose of changing the traditional
software design method.

C1
(a, b)

Ps
(ctrl)

P1 Pt

T1

T2

T3
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(a, b, ctrl)

(a, b, ctrl)

(a, ctrl)

(b, ctrl) (d, ctrl)

(e, ctrl)

(c, ctrl)

(c, ctrl)

(c, ctrl)
(c, d, ctrl)

T
(subflow)

Figure 6: Data generated from the precursor place.
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Figure 7: Relationship between the signal-to-noise ratio and the
BER under different pulse repetition periods.
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