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Today’s modern society mainly depends on Internet for every fundamental task in their life, like sharing thoughts, education,
business, and Industry 4.0, etc. Internet has strengthened the base of society digitally. Searching for the reviews and comments for
a particular product from the former or present customers has become compulsory for making decision or a purchase, helping
them tomake a fair deal of the product by view from social media on Industry 4.0.Te increased use of data over Internet has led to
rise of many e-commerce websites where people can buy things as per their requirement without even stepping out of their house
using analysis of text using natural language techniques in Industry 4.0.Te graph-based modelling of sentiment analysis classifer
needs to divide the textual data into training dataset and testing dataset. First, preprocessing work is performed to improve the
data reliability by removing unwanted information and fxing typing errors. To train the models, the whole dataset is used and to
measure the classifcation performance of the categorized models 10-fold validation technique is being used.Te paper proposes a
combined hybrid model for sentiment analysis using CNN and independent bidirectional LSTM networks to enhance sentiment
knowledge in order to address the issues mentioned for sentiment analysis.Te proposed CNNmodel uses global max-pooling for
retrieving context information and to downsample the dimensionality. Lastly, to acquire long term dependencies, a distinctive
bidirectional LSTM is used. To emphasise each word’s learning ability, parts-of-speech (PoS) are tagged in the LSTM layer. In
addition, the regularization techniques, batch normalization, and dropout are used to prevent the overftting issue. Te proposed
model is compared with a collaborative classifer with six classifers and each of them predicts the sentiments separately, and the
majority class prediction is taken under consideration. Te proposed Bi-LSTM CNNmodel achieves an accuracy of 98.61% along
with PoS tagging of the sentiments.

1. Introduction

For selling products, customer’s likes and dislikes are an
important aspect for decision making. Te user-generated
reviews on product or their services have increased dras-
tically in social media. Te user-generated feedback or
comment in diferent areas or diferent context on a specifc
product or topic has greater infuence of relevance on it.Tis
kind of opinions or reviews makes a greater impact in the

feld of politics, business, and marketing both online and
ofine [1]. Te ease of using the Internet in our day-to-day
life has made online data increase enormously; to analyze all
the data from the source is a challenging task. In order to
predict automatically the sentiments or opinions from the
document is not an easy task as opinions are complex, re-
strained, and sarcastic. Sentiment Analysis (SA) has become
a promising stream for the researchers, as vendors and
sellers are eager and looking forward for a system that can
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automatically predict and analyze consumer sentiments in
comments and reviews, rather than browsing and reading
the review pages one by one. Figure 1 represents the basic
block diagram of sentiment analysis.

2. Theoretical Framework for Sentient Analysis

2.1. Traditional Approach. Traditional approach with lack of
ML techniques and untrained model is used for comparison
module and varied machine learning techniques/approach
are used to predict and classify the sentiment from the
textual dataset. Sentiment classifcation methods are dis-
cussed below.

2.2.TeLexicon-BasedApproach. Te lexicon-based method
classifes the sentiments and matches with sentiment word
lists, which consists of both positive and negative sentiment
word list. Ten there is a check for number of positive
sentiments to negative sentiments; the lexicon method
computes the exact sentiment scores for every class. If the
score is the same, then the classifer classifes them as neutral
sentiment class. Te lexicon-based sentiment classifcation
approach is shown in Figure 2.

2.3. Machine Learning Approach

2.3.1. Support Vector Machine (SVM). Classifcation of the
given data is an easy task in machine learning techniques.
Support Vector Machines (SVM) have good theoretical
knowledge and high success rate. SVM are made to learn and
train in such manner that the resulting function classifes the
hidden sample data much precisely. For classifying the
classes, SVM makes a hyperplane or decision boundary in
the form

V
T

x + s � 0, (1)

where VT is a vector with d dimensions and s is the scalar. By
tuning the parameters V and s of (2), hyperplane is obtained
with linearly separable data points x and decision-boundary
function is defned as

f(X) � 1 if V
T
x + s> 0 − 1 otherwise􏽮 􏽯. (2)

Te data point functions in (3) depict the decision
boundary with label 1 for the points above the boundary and
label -1 for the data points below the boundary. By using
such type of labelling, (3) computes the decision function for
data points above the decision boundary.

f(X) � sign V
T
x + s􏼐 􏼑, (3)

where VTx + s> 0 for all data points above the hyperplane
and VTx + s< 0, for all below points shown in Figure 3.

Te region between the line of decision boundary and
adjacent common support vectors of the classes of the
hyperplane needs to be maximized. Tis maximized gap in
hyperplane region is called the Maximum Marginal Hy-
perplane (MMH). Te MMH techniques make the classes
distant from the decision boundary, so as to cover the
supporting vectors and reduce their classifcation error. To
maximize the boundary, let VTx + s � 1 be a hyperplane,
where all support vectors belong to class +1. Also, let VTx +

s � − 1 be a hyperplane of all below belonging to class − 1.
Data points xi are labelled as � (+1/1), by verifying if li
(VTx + s)≥ 1.

Te parallel hyperplanes VTx + s � 1 and VTx + s � −

1 of vector V; the distance between the data points are
calculated in

|(s − 1) − (s + 1)|

‖V‖
�

2
‖V‖

. (4)

Teobjective of SVM is tomaximize 2/‖V‖ andminimize
2/‖V‖ �

����
VTV

√
/2 and fnal optimization is defned as Min
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Figure 1: Basic block diagram of sentiment analysis.
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Figure 2: Lexicon-based classifcation.
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V, sVTv/2, subjected to li (VTxi + s ≥1), for all i� 1, 2, . . .,K.
Figure 4 shows the linearly discrete data points in the plane.

Soft-margin extension: In hyperplane not all data points
can be linearly separable; in such case those data points are
made to be on the other side of the decision as shown in
Figure 4. A slack variable ζi≥ 0 for all xi is given as

min v, s, ζ
V

T
v

2
+ c 􏽘

m

i�1
ζi. (5)

It is subjected to li(VTxi + s)≥ 1 − ζi; ζi≥ 1 for
all i � 2, 3 . . . ; m. Slack variables permit the vector to lie on
another side of the decision boundary by reducing it by less
than one. Equation (5) make penalty by appending slack
variables to the objective function of the data point
occurrences.

Nonlinearity: To map the support vectors in higher
dimensional space which are not linearly separable in
original space, the optimized mapping of the support vectors
uses φ, and (6) gives the mapping function.

min v, s, ζ
V

T
v

2
+ c 􏽘

m

i�1
ζi. (6)

It is subjected to li(VTφ(xi) + s)≥ 1 − ζi; ζi≥ 0 for all
i � 1; 2 . . . ; m.

Kernel trick in SVM: Kernel function is used to evaluate
the dot products in low dimensions as data points are
mapped in higher dimensional space. Equation (7) is used to
calculate data points which are intractable in higher di-
mension and these vectors are used in kernel functions.

φ(x) � K(xi; xj) � φ(xi)|φ(xj) � (xj)
2
. (7)

Decision function to classify: After learning the kernel
parameters from φ(x), a test case for vector x is classifed by
calculating the function f(x) in

f(x) � signV
Tφ(x) + s􏼐 􏼑. (8)

2.3.2. Types of Kernels. Linear kernel: Linearly discrete data
points in the original input region; the input is required to
map into a high-dimensional space. In such case, linear

kernel is depicted as a dot product of the discrete vectors in
actual region. F([x], [y]) � (x, y).

Polynomial kernel: polynomial kernel works on p factor,
i.e., by F([x], [y]) � (x, y + 1)p.

Radial basis function kernel or Gaussian kernel:
F(x, y) � exp− ‖xi− yi‖2/2σ2 where σ is radius, σ ≥ 0.4.

Sigmoid based kernel: F([x], [y]) � tanh
(m(([x, y]) + n), for some (not every) m≥ 0 and n≥ 0.

2.3.3. Naı̈ve Bayes Classifcation Method. Näıve Bayesian
theorem: NB theorem is the foundation for the Näıve Bayes
classifcation technique.

Te NB theorem is pretty hard to apply the theorem to
real world classifcation. X is the attributes of textual doc-
ument and tweet data is huge to distribute the attribute
which is hard to implement.

For example, there are three attributes, which are the
words “Love,” “hate,” and “cry.” So there are 23 possibilities
of event X. Moreover, for sentiment classifcation, high-
dimensional attributes are found and they will have 2n
possible events of X in thousands or more.

Classifcation in NB requires only testing the value of
P(X|Ci) in

P(X|Ci) � P w1, w2, w3, . . . . . . Ci( 􏼁( 􏼁. (9)

Posteriori probability is given in (10) as by assuming the
independent attributes

P(X|Ci) � 􏽙
n

k�1
Pi wk|[Ci]( 􏼁, (10)

P((X)|Ci) � P w1|Ci( 􏼁xP w2|Ci( 􏼁xP w3|Ci( 􏼁x . . . . . . xP wn|Ci( 􏼁.

(11)

Equation (11) shows the calculation of probabilities of
the classes as P(w1|Ci)xP(w2|Ci)xP(w3|Ci)

x . . . . . . xP(wn|Ci) is easy from the training dataset. NB is
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Figure 4: Linearly discrete data points in plane.
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used to classify the text data. Similar to the aggregated
lexicon-based classifer, the Näıve Bayes classifer approach
considers textual document as a bag-of-words. In the pro-
posed work, the sentimental positioning probabilities were
calculated based on the Näıve Bayes algorithm for each word
performing in the training set and implement distribution
matrices of sentiment present in the bag-of-words in
training set data.

2.3.4. Decision Tree Algorithm. A decision tree approach is
similar to graph representation. Te uppermost nodule of
tree is the root node. Algorithms used in building a decision
tree follow top-down approach. In decision trees, for pre-
dicting a class label for a textual data we need to start from
the root of the tree. A comparison is carried out between the
root attribute and recorded attribute. Te result of com-
parison value is noted by branch andmoves to the next node.
Similar way comparison is carried out to all internal node
until the tree reaches leaf node with predicated class label
shown in Figure 5.

2.3.5. Te Random Forest Classifer. Robust Random Forest
(RF) is a combined efect of multiple decision tree classifers
and the output of the classifer is based on the result of all
tree predicted data. Figure 6 depicts that each decision tree is
built by using a random subset of the training set with a static
probability distribution. When more trees are built, the
performance accuracy increases and the problem of over-
ftting is fxed. For the classifcation, a training dataset is
needed to train the model with two class labels of positive
and negative tweets. Finally, the RF learned model produces
the predicted results using the test set data.

3. DeepArtificial Neural NetworkArchitectures

Tis section gives a brief note on neural network archi-
tectures. Te architecture CNN and LSTM networks are
elaborated in subsequent subsections.

3.1. Convolutional Neural Network (CNN). Convolutional
Neural Network (CNN) represents the brain neurons cell
structure. Figure 7 depicts the CNN architecture with the
diferent layers of the model like dropout; embedding output
dimension and flters are in diferent model learning. Te
working of CNN is discussed by the author in [1].Te author
in [2] discusses the word embedding method using unsu-
pervised learning.

Te semantic modelling for sentences using dynamic
CNN is discussed by [3]: frstly the input layer and folding
embedding layer: the input form is one-dimensional and
contains a long sentence to predict. Te output of this model
will be a 2D tensor. An important argument is that the shape
of the input array is served to the neural network. It can be
retrieved from tensorfow collections. For example, if a
picture has a shape of (32, 32, 3), then it is three-dimen-
sional. 32× 32 for pixels and 3 for the RGB colors are present
in them. In this paper, the input form is one-dimensional

and contains long sentence to predict. Te output of this
model will be a 2D tensor. Te author in [4] discusses simple
model that is used for static vectors and is work specifc
which includes the question classifcation for sentiment
analysis.

Te convolutional layer is the most important layer in
CNN and it is the frst layer of the design. In convolution
operation, a new featured positive value matrix with con-
volved features values is obtained. Te new flter has neu-
ron’s weights which are rationalized at each training session.
Te working of convolutional operation is explained in
Figure 8, with rolling flter on the input matrix to generate a
new featured matrix.

CNN extracts features from the sentences by repeated
convolution function with flter rolling on the pixels of
matrix.Tis obtained feature map is represented as fk where
k is the number of classifcation feature maps obtained using
convolution function in (12) with activation function.

f
k
ij � ReLu W

k ∗ x􏼐 􏼑
ij

+ b
k

􏼒 􏼓, (12)

ReLu(x) � (0.x), (13)

where Wk is the weight and bk is the bias of convolution
function flter, and i and j are columns of the matrix.
Equation (13) depicts the activation function, Rectifed
Linear Unit (ReLU) function, to avoid vanishing gradient
problem in complex networks.Te featured map is shown in
Figure 9 which extracts the feature to form a predicted map
of the input from previous layer.

A CNN model is designed with a few factors in mind.
Te frst step is to choose the three layers of the convolution
layer, which is a 2D tensor from the previous layer. Te
second and third steps are to use a 24 flter with a 3× 3 flter
size, and the fourth parameter is padding. Convolution is
performed on all pixels by the flter by taking into account
the zero sequence to make the matrix length even. ReLU
activation function, which uses the ffth parameter max (0,
input), is applied to every pixel in the matrix. ReLU converts
all complex values below zero to zeroes and saves all complex
values above zero. Additionally, nonlinear data in the net-
work are taken into consideration beforehand, allowing
CNN to achieve the higher accuracy mentioned by the
author [5]. Te sixth parameter is that L1 and L2 are the two
regularization techniques to overcome the overftting issue.

While training a neural network the errors are managed
to measure the good weights for predicting classes. Tis is
critical such that the vector weights can be set to their
maximum point, but this leads the model to overft. Hence,
regularizations like L1 and L2 add penalties to the vector
weight values. L1 outlines the values of the weights used and
sums them for error calculation, while L2 sums the weights
and squares the values. L1 and L2 are similar in their
performance so it is easy to implement these techniques in
the model after evaluating the best seen using L2.

Global max-pooling and embedding dimension: Max-
pooling is a crucial component of CNN networks. Te
feature maps are subsampled, which can cut down on
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computation in the hidden layers. Additionally, low value
features are eliminated. Te same is true for convolution
flter max-pool settings, which is applied to a specifed
window of neurons over the produced featuremaps and only
saves the highest value from each flter output. Te feature
maps are subsampled in this method without the input data
being lost.

Te convolutional layer returns a featured map tensor
and it is fed to the max-pooling function; here in max-
pooling layer the tensor is upgraded to a higher tensor.
Embedding dimension expands the tensor in one dimension
and this new dimension tensor is fed to the global max-
pooling layer, where max-pool computation is performed.
Te computation holds only high value of the input in given
flter window. Figure 10 shows how max-pool computation
is performed on a sentence. Paper [6] discusses the massive
volume of data that is gathered in digital form.

Figure 10 explains the functioning of general max-
pooling layer, using 2× 2 flter for better understanding; this
flter rolls over the matrix and chooses the highest positive
number value in corresponding flter. Tis operation is
performed to extract the suitable feature vector from the
output obtained by the convolutional layers. Every number
depicts a word from the bag-of-words in newly formed
embedding layer. Te performance result obtained from
global max-pooling layer is a 2-dimensional tensor with the
very high value and tensor is moved onward to the next
layer, i.e., fully connected layer.

Dropout layer: Tis dropout layer avoids overftting
problem in the neural network model. It is observed that the
deep neural network performs good on training set data and
acknowledges the uneven continuous variations on the
datasets; else layer has increasingly growing accuracy on the
training dataset and decreasing accurateness on actual
prediction labels.Te obtained prediction cannot be realistic
to the given data and it may result into worst generalization
[7]. Te dropout layer computes in a way that overlooks an
arbitrary set of neurons in separate training iteration. Te
biased weights of neurons are modifed and specialized to
particular features that hold the neighboring neurons to
depend on the corresponding feature and fnally be fed to the
next layer with specifed data only.Te output of the dropout
function shows the obtained results in deep neural network
which does not rely on a particular neuron and its weight but
has independent neurons which are accomplished by per-
forming improvised prediction on the test set data.

Fully connected layer: FC layer is similar to convolu-
tional layer. Te layer is performed as the previous layer
tensor is taken as one parameter, the number of labelled
classes (Sad, Hate, Neutral, Happy, and Anger) to predict,
and a nonlinear activation function called softmax function.
With these parameter settings classifcation of the sentence is
calculated. Figure 11 is an overview of fully connected layer
that performs convolution and fattening of the featured
output.

Te softmax layer function is to result in probabilities of
a class. It makes the output of each neuron either 1 or 0. Te
second job done by softmax function is to compute the sum
of all vector values of 1. So, now a new vector has a
probability of a particular class only.Tis way the new vector
has all probabilities of all the classes to predict [8]. Figure 12
shows an example of a softmax function and how it predicts
the probabilities that the vector belongs to one of fve classes.
Te class number one gets a probability of 0.25 where 1 is the
total sum of the feature map vectors.

Te optimization is the most crucial task in neural
network; thus choosing a best optimization algorithm im-
proves the efciency of the neural network. Adaptive Mo-
ment Estimation (Adam) optimization algorithm is used in
this model. Adam ismainly used to lower the loss function of
the model by minimizing the parameters and weights of the
neurons. Adam optimizer is a variant of stochastic gradient
descent algorithm which optimizes the gradient descent.
Individually batch gradient descent performs and updates
whole dataset for each and every epoch as it runs [9]. Te
gradient identifes theminimum point, the point fromwhich
the loss function is minimized. Te gradient descent algo-
rithm decreases the loss function to look for the best way and
best parameters. Every parameter setting is controlled by the
learning rate variable.

Te learning rate of CNN model is depicted as 0.001,
default value for gradient descent Adam optimizer. How-
ever, the learning rate is very much high; then steps become
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too large and model results in minimum error rate and
further cannot defne the parameters. If the step is too small,
the rate of epochs to get at minimum is delayed and model
learning rate is decreased. Moreover, learning rate improves
the accuracy of the model and decreases the loss function
[11]. A loss function measures how accurate the model is in
predicting the true class of the input data. Te loss function
is utilized to enhance the weights and parameters to min-
imize the loss score. Tis means that the model can predict
the actual class of the word, the prediction score being above
0.53 after being processed from the softmax function, but
this is not the only prediction form the model rather checks
with another label with true value 0.47.

3.2. Long Short Term Memory (LSTM). Recurrent Neural
Network (RNN) is a type of variant of neural networks
which are connected in sequence to form directed cycle.
RNNs use sequential information processing for classifca-
tion. Tis sequential processing has a greater advantage in
NLP, as sentences are arranged in sequence of words and
textual document contains these sentences. Figure 13 il-
lustrates the basic architecture of LSTM cell with diferent
gates which sequence the data in given instance of a time.
Te recurrent signifes the repeated performance of the
parameters of the functioning operations for each compo-
nent in sequential order. One of the fnest qualities of RNNs
is that they have the capability to memorize the information
in the sequence. However, in practice they are inefcient to
learn a long term dependency model and even issue of
vanishing gradient problem. Tus, this issue has been
overcome by a special design named Long Short Term
Memory (LSTM) gates and used primarily in deep learning
application and sources.

Te author in [11] designed RNN to adhere the problem
of vanishing gradient in huge networks. Moreover, LSTM
can smoothly handle long term distance dependencies in a
given sequence.Tese characteristics of LSTMmake it worth
to use in NLP applications where sentences and textual
documents are represented in sequential manner. LSTM can
be used to memorize only the required part of sequence.Tis
memorizing is activated in network by the use of diferent
type of gates that takes a decision on what (present input and
hidden state) to keep in memory.

Equation (14) is used to build a LSTM network model:

fgt � σ wf ∗ xt + st ∗ hdt− 1 + bf􏼐 􏼑, (14)

ipt � σ wip ∗xt + sip ∗ hdt− 1 + bip􏼐 􏼑, (15)

M􏽢t � tanh tanh wm ∗xt + sm ∗ hdt− 1 + bm( 􏼁, (16)

Mt � ipt ∗ 􏽦Mt + fgt ∗ Mt− 1, (17)

opt � σ wop ∗xt + sop ∗ hdt− 1 + bop􏼐 􏼑, (18)

hdt � opt ∗ tanh tanh Mt( 􏼁, (19)

where σ is the activation function, data at instance of time,
Mt− 1 is previous memory, Hdt− 1 is previous output, Mt is
present memory, Hdt is present output, and
WF, WIp, WM, WOp SIp, SM, SOp, ST are weights and
BF, BIp, BM,BOp are bias vectors.

Te diferent gate values are coordinated by the current
input and previous output. LSTM operation is to consider
the previous information along with present data to make a
decision on what information to remember and what to
forget. Equation (14) presents the memory cell that is
generated by forgetting some section of the present new
input xt . In equation (15), LSTM cell outputs a section of the
new memory. Equations (16) and (17) are to calculate
memory and fnal memory of the gate. Te output from the
aggregated cell represents prediction of the whole sequence.
Te hidden state value is computed using (19) with sigmoid
activation function of the fnal memory gate output.

Bidirectional LSTM (Bi-LSTM) model is used for in-
corporating part-of-speech (PoS) in LSTM; the proposed
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research work implements Bi-LSTM for improvising the
results as it considers both past (forward LSTM) and future
(backward LSTM) information. In a given sentence a present
input feature word is PoS tagged not only with previous
input but also with the forthcoming input. Tis design of
bidirectional LSTM is efciently used to restore the past and
future information to recognize the present state [12].

In every Bi-LSTMunit, it consists of two diferent hidden
states for memorizing the past and future information of the
present input as shown in Figure 14 [13]. Te author in [14]
uses a max-pooling layer playing most important roles in
classifcation of texts.Te author in [15] uses LSTMmodel to
handle and bring a value or weightage of the whole sentence
in a document. In each batch of training set, the hidden
states will be updated. Lastly, the two hidden states are
combined as one output after the batch training. In the
proposed model, the input for Bi-LSTM is a combination of
words, subword, and phrases that are processed from the
CNNs. In this model, a fxed value of the length of each
sentence is called maximum time step. If the maximum time
steps are fxed to 50, then there are 50 units of Bi-LSTM

sequentially connected to one another. If the length of a
sentence is lower than 50, then the values are padded with
tokens. Te two hidden layers in Bi-LSTM are forward and
backward iterations of previous and forthcoming infor-
mation separately. Te two input hidden layers’ output is
combined to form the fnal output.

4. Proposed CNN-Bi-LSTM Method

Te proposed method is a sentence-level sentiment classi-
fcation technique that uses the features vector representa-
tion model to accurately predict sentiment of tweets. Te
implementation is broken down into three levels/parts:
frstly, preprocessing the dataset, secondly the development
of sequential occupied model, and better predictions of
sentiments. Tese parts change the sentence data to a
valuable label by determining the sentiment present in tweet
of dataset (Figure15).

Te given textual documenthave set of N sentences,
L= fL1, L2, . . ., SLi, each sentence Li, with n words fr1, r2,
. . ., rni, n 2K, where K represents a set of real whole
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Figure 14: LSTM [11] and Bi-LSTM [13] architectures.
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Figure 15: Fundamental block diagram representing the work process of sentiment analysis.
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numbers, a sentence is fragmented down into its relevant
text/words, and each corresponding word of the sentence is
tokenized, hence creating a vocabulary or bag-of words:
lt = f‘l1’, ‘l2’, . . ., ‘ln’i. Individual word vector or obtained
token is allotted a catalog on frequency according to the
number of its occurrence in the textual document. Te array
sentences are then padded to equalize the dimension by
flling the corresponding sentence with 0 and returning the
padded sentence array, lp.

Following the convolution layers and changing input
features in the CNN-Bi-LSTMmodel are two adaptive dense
layers. Te proposed model’s fully connected layers (FC) use
pertinent activation functions to communicate with the
input units of the subsequent layer. Te input sampled
vectors’ dimensions are changed using a fatten layer. Each
of the corresponding thick layers has two mandatory
dropout layers to reduce extraneous units and prevent
overftting. To avoid saturation problem, ReLu activation
function is employed in all dense layers. Te ReLu function
is shown in equation

R �
1

1 + e
− x. (20)

It gives an output activation from 0 to 4. Te output from
LSTM or max-pooling layer of embedding matrix is labelled
0 to 4 which is represented as happy, sad, neutral, anger, and
hate sentiments.

Te model is fnally used to calculate the loss function
and obtain the improvised classifcation. Te process of
analyzing the given sentiment analysis from a set of sen-
tences to produce a class label for classifcation is shown and
explained in Algorithm 1, where L represents the matrix of
class labels for each sentence in test set data (L_ts) and
training data (L_tr). L� [l1, l2, . . ., ls] (4.5) where each label
is presented in column of the matrix for a given sentence.

4.1.ParameterSettings. TeCNN-Bi-LSTMmodel is trained
for ffty epochs; either more epochs lead to overftting
problem or the same result is obtained for more epochs. Te
problem of overftting occurs when during the training error
gradient decreases at much higher rate than the corre-
sponding testing error parameter; thus there is an enormous
gap among the training and testing set data accuracies. Tis
remains observed when epochs are more than ffty; the
performance remains stagnant or model overfts. A batch
size of proposed model is 32 which has been chosen for
twitter dataset that contains small texts in some sentences,
shown in Table 1.

4.2. Evaluating Performance Measures. Te design evalua-
tion techniques are discussed to compute the quality of
prediction and classifcations from the models:

Precision: Precision and recall are defned as a recovery
of true positive sentences; i.e., the proportion of true
positive (TP) in the set of all Positive Predicted Values
(PPV). Terefore, precision is the fraction of true
positive values to that of combination of true positive

and false positive (FP) appropriate to the request. Te
procedure used for precision is

PPV �
TP

TP + FP
. (21)

Recall: Recall is the hit rate (total positive rate) and the
formula is

Recall �
TP

TP + FN
. (22)

F-1 Score: A method used to associate precision and
recall in their harmonic mean of precision and recall
that gives the actual performance of the model. It is
given as

F1 �
Precision.Recall
Precision + Recall

. (23)

Accuracy: Accuracy is defned as weighted arithmetic
mean of precision, recall, and inverse precision. Ac-
curacy is

Accuracy �
􏽐(TP + TN)

TP + FP + TN + FN
. (24)

Confusion matrix: A technique for compiling the
performance of a classifcation model: the method
visualizes the classifcation report of the data. In case of
the binary classifcation case, only two possible outputs
are classifed, i.e., true (positive) and false (negative),
whereas for multiclass label output categorical entropy
output is used to classify fve diferent classes. Figure 16
shows the confusion matrix for the binary fold and
multiclass prediction classifcation. Te prediction re-
sult of the experiment in the proposed algorithm cal-
culates multiclass classifcation confusion matrix.

5. Experiments Results and Discussion

5.1. Results of CNN-Bi-LSTM Approach. Te results of dif-
ferent neural network models performance are summarized
in Tables 2 and 3 which depict the classifcation report using
recall, precision, and F-measure for the proposed Bi-LSTM
CNN model. Te three-layer model of CNN shows an
improvised accuracy. Improvised performance for CNN is
due to the following reasons, as deep CNN acts upon
nonlinear activation function (ReLU) that is good for
capturing the piecewise elements of nonlinearity, CNN
generates n-grams word vectors as sequence and these form
a feature vector and are used as input for max-pooling layer.
Tese n-gram word vectors interact with the contextual
information of the textual data and progress of the classi-
fcation rate of the proposed model. Ten, CNN customizes
varied flters with varying window size such that it can roll
over the flters of the pretrained word embeddings and
perform N-dimensional convolution on them. As the flter
checks on word embedding, various word sequences ob-
servations capture the semantic and syntactic category word
features in the used fltered bag-of-words which are gen-
erated in vocabulary. Several such features are united
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together to extract feature map, and moreover, the pooling
layer subsample operations are performed to enhance the
performance and accuracy of the obtained results. Te vast
number of word embeddings generated by GloVe’s

pretrained embeddings is afterwards explored by the CNN
network. Finally, it is noted that CNN outperforms all other
deep learning techniques given modelled training data. Te
other models, however, were less accurate and had an F − 1

Input

CN
N FEATURE

VECTOR LSTM SOFTMAX OUTPUT

Figure 16: (a) Confusion matrix for binary classifcation. (b) Confusion matrix for multiclass classifcation.

Table 1: Te hyperparameter feature settings.

Sl no. Layers Parameters

1 Embedding input_dim� 5000, output_dim� 20,
input_length� 30

2 SimpleRNN Neuron units� 100
3 LSTM Neuron units� 100

4 CNN nb_flter� 20, flter_length� 3,
activation� ‘relu’

5 Max-pooling pool_length� 2
6 Dropout(Layer 1) Units: 0.5
7 Dropout(Layer 2) Units: 0.3
8 Dense(Layer 1) units� 20, activation� ‘relu’
9 Dense(Layer 2) units� 1, activation� ‘sigmoid’
10 model.compile() loss� ‘binary_crossentropy’, optimizer� ‘Adam’
11 model.ft() batch_size� 32, epochs� 8
12 model.predict() batch_size� 32, verbose� 1
13 model.evaluate() verbose� 1

Input: x�A set of sentences, S� {S1, S2, . . ., Snd} with n-words, {w1, w2, . . ., wnd}, of dataset
Output: L ϵ {Sad:0 Hate:1 Anger:2 Neutral:3 happy:4}

(1) Assumption: Each document is a English language dataset.
(2) for each instance Si in S do
(3) Level I: Pre-Processing
(4) 1. Tokenizing the word vector
(5) wt� f(Si), Si� {w1, w2, ..., wng}ϵS
(6) Output: wt� {‘w’1,’ w’2 , ..., ‘wn’}
(7) 2. Pad 0 to fx dimensions
(8) wp� g(wt), wt� {‘w’1,’ w’2 , ..., ‘wn’}
(9) Output: count if words in the longest sentence� n+ k
(10) wp� {‘w’1,’ w’2, . . ., ‘wn’, 0, 0, 0, . . .ktimes}
(11) Level II: CNN-BiLSTM Model
(12) if Si belongs to training data then
(13) initialize the data: my_model.ft (L, L_tr)
(14) else
(15) initialize the data: my_model.predict (L, L_ts)

ALGORITHM 1: Sentiment analysis of twitter data.
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score that indicated that the model was not properly reliable
over a larger number of iterations.When necessary precision
and recall are considered separately, it is shown that CNN
mode has high recall score rates but still meets the re-
quirements for precision. It implies greater false positive
value in signifcant cases, so skipping low-level features that
are more helpful in accurately forecasting the sentiment is
probably the best way to prevent it. One of the main causes
for combining CNNwith Bi-Directional LSTM is to improve
performance when sticking to low features. Te entire
sentence’s textual information is fed to a bidirectional LSTM
that has memory cells to hold up to and gates that control
and hold the data, process it, or forget it, by assigning
weights to the relevant data, using the procured extracted
feature vectors that were obtained from the embedding layer
of CNN. But if an error persists, a problem can arise, and it
might be with the Bi-LSTM.Te information that is lost can
be prevented in Bi-LSTM and can spread further because it
contains cells interconnected to other cells in addition to
themselves. Tus, CNN-Bi-LSTM network handles both loss
information and loss of efciency. CNN-Bi-LSTM model
performed with high accuracy of 94.67% and F-measure
score of 94.38% as shown in Table 2. CNN and LSTMmodels
are inevitable to each other, where CNN generates the local
word invariants and LSTM is good at modelling the
extracted features and helps to hold the memory of the
present and pervious words in the sentence.

5.2. Results of CNN-Bi-LSTM with PoS Tagging Approach.
For CNN-Bi-LSTM PoS tag model, fne-grained Penn Tree
Bank (PTB) tags are defned. From Table 4 we can observe
high F1-measure score of 97.6% for SST-1 dataset and
precision is average throughout. Te reason for high F1-
Score is elaborated use of PoS tag to the sentiments.
However, proposed PoS tag algorithm overcomes the issue
of using multiclass labels and increases the overall accuracy
compared to the other models implemented. Te best result
obtained through the proposed algorithm of PoS tag CNN-
Bi-LSTM is 98.6%. Table 5 shows the classifcation report.

5.3. Error Analysis. CNN-Bi-LSTM accuracy model has
been benefted with part-of-speech tagging. As the impro-
vised performance of the CNN-Bi-LSTM model is depen-
dent on amount of data used to train them, better
performance could be obtained by increasing the data.
Moreover, the noise or the error is caused by the input
sequence length. Te input with equal length has a better

Table 3: Classifcation report stating precision, recall, and F1-
measures values for each class.

Sentiment Precision Recall F1-score
Neutral 0.77 0.14 0.87
Happy 0.56 0.73 0.65
Sad 0.64 0.68 0.96
Hate 0.58 0.69 0.97
Anger 0.0 0.0 0.00
Min-avg 0.89 0.84 0.95
Max-avg 0.91 0.81 0.92
Weighted-avg 0.78 0.84 0.69

Table 4: Summary of performance of models with PoS tagging.

Model Dimension Accuracy (%) F1-
score

Bi-LSTM 200 88.5 0.87
CNN 200 91.7 0.90
Bi-LSTM CNN 200 94.6 0.94
Bi-LSTM CNN+PoS tagging 200 98.6 0.97
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Figure 17: Error loss is predicted for Bi-LSTM CNN model with
PoS tag.

Table 5: Classifcation report precision, recall, and F1-measures for
Bi-LSTM CNN model with PoS tagging.

Sentiment class Precision Recall F1-score
Neutral 0.87 0.14 0.81
Happy 0.64 0.77 0.83
Sad 0.67 0.65 0.65
Hate 0.49 0.61 0.73
Anger 0.0 0.0 0.00
Min-avg 0.99 0.91 0.96
Max-avg 0.93 0.85 0.88
Weighted-avg 0.95 0.98 0.99

Table 2: Summary of accuracy performance results obtained in
predicting the sentiments.

Sr. no. Model Accuracy (%) F1-score (%)
1 CNN 91.74 90.36
3 Bi-LSTM 88.59 87.93
4 CNN-Bi-LSTM 94.67 94.38
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accuracy; by this approach error can be reduced. Te
training and validation kernel loss is depicted at diferent
epochs and shown in Figure 17.

5.4. Comparison with Traditional Approaches. Machine
learning algorithms with better classifcation are Support
Vector Machines (SVM), Navies Bayes, Decision Tree,
Random Forest, and RNN which are widely used to predict
the sentiments and perform classifcation. It is seen that 10-
fold validation technique is used to assess the performance of
the machine learning classifers: Te Näıve Bayes classifer,
the SVM classifer, the C4.5 Decision Tree, the Random
Forest classifer, and RNN with LSTM model. Te classif-
cation accuracy is tabulated below in Table 6. Te lexicon-
based classifer using VADER attained the lowest accuracy,
66.73%. Te signifcant classifcation accuracy of the Näıve
Bayes model was found out to be 75.38%. Te Näıve Bayes
Network classifer overtook the lexicon-based classifer. Te
SVM classifer obtained an overall accuracy of 80.85%, the
C4.5 Decision Tree accuracy is 69.16%, the Random Forest

classifer attained accuracy of 73.07%, and RNN based LSTM
classifer outperformed all the classifers by gaining the
classifcation accuracy of 89.10%.

5.5. Comparison of Accuracy and Loss. Te CNN accuracy
and loss function for the designed model using GloVe
pretrained word embedding on SST are shown in Figure 17.
Te loss function is essential for compiling the “categorical-
cross entropy” of the designed model. Te CNN model gave
a good performance accuracy of 91.7% (Figure 18).

LSTM/Bi-LSTM is rather improvised CNN. But they are
good enough for classifcation of the data using memory cell.
Te Bi-LSTM obtained an accuracy of 88.5% as shown in
Figure 19 which is very close to CNN model with GloVe.

Tis combination of CNN and Bi-LSTMmodel with PoS
tagging feature has achieved signifcantly improved accuracy
of 98.6% as illustrated in Figure 20; this signifes that
combining the models can improve performance and it is
confrmed that adding LSTM’s module to CNN has im-
proved the classifcation results.
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Figure 18: CNN accuracy loss plot.
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It is observed from the plots that outcome of Bi-LSTM
helps in attaining the sequence and fow among the data in
specifc direction which makes the context more under-
standable, and the CNN is categorized by its capability to
extract the features of the given sentence of the textual
document; this combination has long way benefted the
strengths of each model together.

6. Conclusion

Te necessary components involved in addressing the
graph-based sentiment analysis with diferent text rep-
resentations as well as the diferent model architectures
were discussed. For better understanding the layers of
each model, brief outlines were explained, followed by the
model architectures with their respective layers and their
parameters. Supervised machine learning techniques have
been discussed for SSTb-1 dataset. Discussing the machine
learning approaches, the advantage and disadvantage
points of various approaches have been conversed. Using
deep neural network sentence-level sentiment analysis is
performed. Diferent features of neural network are used
to extract signifcant features of the document such that it
improves the performance. CNN and RNNs are powerful

sentiment analysis techniques. A sequential architecture is
implemented for the sentiment analysis for twitter data
where CNN, LSTM, and Bi-LSTM are used to create three
diferent sequential models. It is observed from the models
that, depending upon the data size and the complexity of
dataset, these help for identifying sentiments. Te Stan-
ford Standard Tree Bank dataset is used to test the pro-
posed strategy.Te experiments were carried out using the
GloVe word embedding method. Te best result was
attained by the Bi-LSTM CNN with PoS tagging model
and GloVe word embedding technique, which reached
98.6% test accuracy in the 5 diferent classes. On the SST
dataset, the CNN model got a test accuracy of 96,7%.
Additionally, the Bi-LSTMmodel kept its 89.5 percent test
accuracy. Tese neural network approaches are used in
this study work to forecast the emotions. Additionally,
there are more social media platforms and review websites
than ever before, making it harder to fnd relevant reviews
[10].
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