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With the less humanized trend of manufacturing production line gradually progressing, real-time recording and tracking of
workpieces information have become an essential way to implement e�cient management. To collect and identify the workpiece
marker is of great signi�cance for product information statistics and quality traceability. Aiming at the problems of inaccurately
positioning, di�cultly segmenting, and slowly recognizing for capturing the marker of disc workpieces distributed circularly, this
study proposes a projection segmentation algorithm based on polar coordinate inverse transformation to locate and separate the
circularly arranged marker and extract the total separated characters. e features of the directional gradient histogram (HOG) of
characters are used as the input of the support vector machine (SVM) model, and after training, a workpiece marker recognition
classi�er is obtained. e experiment results show that the recognition accuracy of markers composed of letters and numbers is
over 97% by the proposed method. Our proposed method outperformed state-of-the-art approaches in achieving higher rec-
ognition accuracy rate with the SVM classi�er.

1. Introduction

With the gradual application of industry 4.0 to the modern
manufacturing industry, intelligentialization and digitali-
zation have begun to advance automatic production lines. In
order to ensure the e�ective implementation of enterprise’s
digital con�guration, a workpiece identi�cation system
should be established to improve the management level of
production process, and then the transferring e�ciency of
logistics links would be enhanced and the error rate can be
reduced.erefore, it is necessary to assign unique industrial
labels to all workpieces as the basis for making out their
identities. Compared with the traditional tag or printed
marker, which may desquamate or wear over a long time,
laser marking can permanently etch the serial numbers on
the surface of the workpiece presented by various types of
characters containing the basic production information of
the workpiece. Problems with these approaches are stability
and robustness and particularly light changes that require
special attention from researchers. Other than these

problems, markers’ speed of recognition and reliability can
a�ect the accuracy [1].

Collecting and identifying the workpiece label as an
important information carrier for today’s automatic pro-
duction line can be used for product quality statistics, quality
traceability, and even for quality supervision during the
whole life cycle of products. It has played a crucial role in the
machining and transformation of industrial production. In
order to improve the e�ciency of workpiece marker de-
tection and recognition, optical character recognition (OCR)
technology has been widely adopted in industrial produc-
tion. Quality traceability has been an important issue in
production. Marking technology can provide a compre-
hensive solution of the earlier mentioned problem to obtain
fast as well as traceable results.

To realize OCR, it needs to determine the position of the
character region to be recognized, that is, character region
positioning. Recognizing OCR’s importance is a continuous
e�ort from researchers that requires end-to-end machine
learning based solutions [2].
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(e currently used methods and technologies of char-
acter location include convolutional neural networks
(CNNs), color segmentation, multilayer self-coding com-
bined with SVM, and constrained AdaBoost algorithm and
binary technology of kernel density function preprocessing
[3–9]. In order to identify the characters in the license plate
quickly and accurately, HAAR features were used to train
AdaBoost classifier for finding the characters’ location, and
the separated characters were recognized by the trained BP
neural network [3]. Compared with the traditional neural
network detection method, the positioning detection of steel
plate and slab number based on MobileNet acceleration
model also improved the detection speed and reduced the
network weights [4–10]. LocNet-based positioning module
could replace bounding box regression module to enhance
the positioning accuracy of text detector. Furthermore, an
improved YOLOV3 algorithm achieved the same effect
[11, 12]. However, intelligent data augmentation can be
proposed to overcome the insufficient data for industrial
detection.(erefore, the proposedmethod in this study aims
to improve identification and generalizes the model for
similar industrial items.

Once marker region is detected the character segmen-
tation is needed to recognize character strings one by one,
and the effect of character segmentation directly affects the
recognition accuracy. Character segmentation can be real-
ized by using connected domain labeling method and
horizontal or vertical projection method [3, 13]. (ere are
some algorithms to effectively divide the characters typed
serially in horizontal setting or vertical setting, e.g., character
segmentation algorithm based on eigenvalue, region max-
imum segmentation algorithm, and character segmentation
algorithm combining the improved color filling algorithm
with the improved dripping algorithm [14–16]. For the
nonlinear segmentation of Roman handwritten characters,
the suspected character boundary of cursive script was
searched by heuristic derivation, and the effective boundary
was screened out by an integrated neural network. (e top-
down handwritten text line segmentation method was used
to realize the character segmentation of nonspaced hand-
written documents through a detailed enlargment [17, 18].
To deal with the segmentation of embossed characters in
low-quality images with the uneven brightness, the iterative
closed-loop feedback segmentation method based on seg-
mentation effect evaluation function was viable [19]. Study
[20] proposed a segmentation algorithm of cohesive char-
acters based on the optimal segmentation path, which im-
proved the segmentation effect and accuracy of detonator
coding.

After the characters in a string are segmented individ-
ually one by one, in some scenes, the convolutional recurrent
neural network (CRNN) as an algorithm of segmentation
and font recognition realized the recognition of steel slab
number and overcame the problem of character adhesion
that traditional image processing algorithms cannot solve
[10]. Google Tesseract-OCR character recognition engine
was effectively applied to the situation of English character
recognition [21]. A CNN algorithm can recognize text, and
there are several methods, including GA-SVM algorithm,

transfer learning method, character recognition method
based on capsule network, and number recognition algo-
rithm based on discriminant vector [22–24]. OCR tech-
nology has a high recognition rate for the horizontal text
with regular distribution, but there are some problems such
as illegible handwriting, inaccurate positioning, difficult
segmentation, and low recognition efficiency for the circular
text information marked by laser. Deep learning can quickly
identify characters, however, its modeling depends heavily
on a large number of training samples. For the conditions of
the small samples or difficult sample acquisition, the rec-
ognition accuracy of deep learning model would be
regressed. In this paper, the image clarity is improved by
denoising and enforcement treatment, the projection seg-
mentation method based on the inverse polar coordinate
transformation, which is used to accurately segment and
extract individual characters, and the HOG features of
characters as the inputs are used to train SVM classifier. All
the characters allocated circularly on the disc workpiece are
identified automatically. Denoising can remove noise from
noisy images and restores the original image form. (e goal
is to learn from the transforming between the source and
target domains.(e flowchart of the identification algorithm
proposed in this paper is shown in Figure 1.

Figure 1 shows us the flowchart of the proposed method.
(e initial step in the proposed method is the selection of an
input image, it aims at removing noise and enhancing it in
the second step. (e process of positioning of character area
mainly takes place in steps 3 and 4 as shown in Figure 1. In
the next 4 steps, features extraction, segmentation, polar
transformation, and character area positioning adjustment
are performed. In the final step, marker identification is done
through the SVM classifier.

Based on the above-mentioned problems and our pro-
posed solution, we can list out the main contributions of this
paper as follows.

(1) (is paper proposed an improved HOG-SVM
method for marker identification of disc workpiece.

(2) (is paper proposed to use the denoising method to
eliminate small connected areas on the premise of
ensuring the integrity of characters.

(e remainder of this paper is organized as follows:
Section 2 presents the literature review of related studies on
the research topic. Section 3 and 4 present the positioning
and segmentation of workpiece labels, respectively. Section 5
presents character recognition based on HOG-SVM. (e
summary of the proposed research, its results and main
findings are presented in Section 6.

2. Literature Review

Track workpiece is advantageous for forging technology. A
product quality can be analyzed by matching the physical
workpiece with the controlling process knowledge. Work-
piece tracking was performed in [25] by tagging experiments
and reviews. However, printed codes can bias the DIC based
identification and fail to identify the engraved codes due to
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bad lighting. (erefore, a standard system is needed for
improved results.

Heterogeneous surface markers were studied in [26] to
track workpiece surface with the help of high-speed imaging.
(e identification of certain strain fields was performed by
calculating the relative displacement of heterogeneous
surface markers.

To log and track new raw materials for a quick pull is a
complex job. More complexity is added by the lack of
workpiece stack without appropriate logs. A recent research
proposed a method based on logging the visible part location
as well as timestamps. A graph-based model was used to
highlight the part interactions and stack formation for those
parts which are not directly observable [27]. (e proposed
research has been validated by conducting simulation and
experiments. (is research work has potential to gauge the
marker identification of disc workpiece by extending it.

Machine visions have been applied recently to solve the
problem of identifying the location of scattered workpieces
[28]. (e proposed approach aims to segment the adhesive
workpieces and performs their extraction by speeding up the
robust features. SVM model has been applied to the pro-
posed research.(e result shows that positioning error is low
as expected in the study.(e SVM can be used in the current
study by working as a workpiece marker recognition
classifier.

3. Positioning of Workpiece Label

3.1. Coarse Positioning of Workpiece Marker. Accurately
knowing the location of the workpiece marker is a nec-
essary prerequisite for its segmentation. According to the
features of the circular distribution of the workpiece
marker in the synchronization ring, combined with the
design size requirements, the workpiece marker region is
located coarsely firstly, and the disc object to be detected is
shown in Figure 2.

(e gray image is swept by a circular window with a
diameter slightly larger than that of the external profile of the
synchronization ring to be measured. When the gray values

of the pixels at the boundary of the circular window are 255,
the ROI (region of interest) of the workpiece is extracted, as
shown in Figure 3.

(e ROI refers to a target area in the given image that
plays an important role in improving the accuracy and ef-
ficiency of background information regarding its processing
and detection.

Input image

Image
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Coarse
positioning of
character area

Precise
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character area

Character area
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Figure 1: (e flowchart of the proposed method.

Figure 2: Synchronization ring workpiece.

Figure 3: Workpiece.

Mobile Information Systems 3



In order to improve the contrast between the character
and noncharacter zones, the gamma transform is used to
enhance the image expressed as follows:

Vout � CV
c
in, (1)

where Vout is gray value after gamma conversion, C is the
gray scale factor, Vin is the gray value of the image, and c is a
factor to determine the degree of the whole transformation.
Image enhancement contrast of character area is shown in
Figure 4.

According to the design size of the synchronization ring
and the geometric characteristics of the character alloca-
tions, the character region position can be obtained by re-
ferring it to the diameter of the dedendum circle of the
synchronization ring. (e dedendum circle diameter and
tooth height are accurately extracted to coarsely locate
workpiece marker, by which the diameter of dedendum
circle is calculated using dimension measurement method.

(e Canny edge detection method is employed to extract
the contour of the workpiece. It is a multistep method used
for the detection of edges from an input image.(e center of
synchronization ring is determined coarsely by centroid
method expressed as follows:

Cx �
 Atx

N

Cy �
 Aty

N

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(t � 1, 2, 3, . . . , N), (2)

where Cx and Cy are the coordinate of the center of the
synchronization ring in the pixel coordinate system, A is the
point set of the outer contour, and N is the number of the
outer contour pixel points. A centroid method is generally
applied to localize the node. (erefore, the centroid method
works as a sub-pixel location positioning.

(e distances from each outer contour point and tooth
root point to the center of the synchronization ring are
calculated based on the geometric configuration of the
synchronization ring. (e least square method is used to fit
circles for the tooth vertex and tooth root point. (e circle is
expressed as follows:

(x − a)
2

+(y − b)
2

� r
2
, (3)

where a and b are X and Y coordinates of the centers of the
addendum circle or dedendum circle, respectively, and r is
the corresponding radius.

According to the principle of minimum sum of squares
of distances required by least square fitting, there are some
definitions as follows:
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, (4)

where formula (4) is substituted into equation (3) and the
parameters in (3) are expressed as follows:
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(5)

(erefore, the diameters (2r) of the addendum circle, the
dedendum circle, and the actual coordinates (a, b) of the
centers of the circles can be determined, and the coarse
positioning of the workpiece marker for the synchronization
ring is realized, as shown in Figure 5.

To implement character segmentation algorithm based
on projection method requires inverse polar transformation
of Figure 5. In order to prevent the expansion line from
being lain in the character area, it is necessary to accurately
locate the character area and rotate it to a proper position.
Firstly, after coarsely positioning the image is binarized with
adaptive threshold algorithm, as shown in Figure 6. (e
small noise in binary image is eliminated by morphological
opening operation. According to the boundary tracking
algorithm, the topological structure of the area where the
label in Figure 6 is located is analyzed, and the ring contour
mask is constructed. By using mask and image to perform
bitwise exclusive or operation, removes the inner and outer
contours of the circle, and determines the position of the
character area. (e processed result is shown in Figure 7.

(e denoised character region is processed with mor-
phological expansion, which makes the adjacent connected

(a) (b)

Figure 4: Contrast chart of image enhancement: (a) original image and (b) after gamma transformation.
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components merge to form an integral region containing all
label characters. If the minimum circumscribed rectangle of
the connected component is obtained, the position of the
character area can be determined according to the center of
the dedendum circle and the center of the minimum cir-
cumscribed rectangle. (erefore, the corresponding rotation
angle can be determined.

(e minimum circumscribed rectangle is shown in
Figure 8. (e arc area occupied by the characters corre-
sponding to θ in the image realizes the positioning of the
characters.

4. Segmentation of Workpiece Label

Segmentation algorithm is a common character projection
method. However, the projection segmentation based
method is only suitable for the traditional linear distribution
of character images. (erefore, in view of the circular dis-
tribution of characters involved in this paper, it is necessary
to reverse the polar coordinate transformation of the
character area and expand the circular character area into a
rectangle, so that the circular distribution of characters can
be transformed into a linear distribution. (e processed
result is shown in Figure 9.

Canny edge detection is performed on the expanded
character area to obtain the edge image of the character area,
as shown in Figure 10. After applying the steps of Candy
edge detection, we were able to get the following results.

Morphological operations of Canny edge detection
method were introduced. (e first operation is known as
“close operation” that smooth the contours and fills the gaps
in a contour. On the other hand, the second method “open
operation” contours the objects and breaks the narrow strips
[29]. Based on the above-given morphological operations,
the close operation is used to fill the minimum holes in the
characters and enhance the characters, and then open op-
eration is used to eliminate tiny noise. Binarization of the
character area is used to construct the mask image. In order
to eliminate the upper and lower boundary lines, the height
of the mask is slightly less than that of the character area, so
the mask image is corroded. (e upper and lower boundary
lines can be eliminated by operating on the edge image and
mask image, and the effect is shown in Figure 11.

(ere are still a few large-size noises in the image, which
would affect the efficiency and accuracy of projection seg-
mentation and need to be removed. However, the traditional

Figure 7: Denoised character area.

θ

Figure 8: Minimum circumscribed rectangle.

Figure 9: Character area after polar coordinate expansion.

Figure 5: Rough positioning map of projection segmentation
method.

Figure 6: Binary image with noise.

Hot Pixel Border

Figure 10: Edge image of character area.
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filtering algorithm and morphological operation have been
unable to eliminate large-size noise on the premise of en-
suring character integrity. (erefore, a denoising method is
used to eliminate small connected domains. (erefore, a
boundary tracking algorithm is used to detect the connected
component in Figure 11, calculate the threshold according to
the connected component, and screen the connected
component of characters. Later we put the connected
component of the filtered character into a new image, and
the processed result is shown in Figure 12.

Projection segmentation algorithm includes horizontal
projection and vertical projection. (e horizontal projection
is used to determine the number of lines of characters or the
heights of character areas, and the vertical projection is used
to determine the width of each character. By projecting
horizontally and vertically image in Figure 12, the region
where the characters are located can be determined, as
shown in Figure 13. According to the projection histogram,
the characters are divided and saved. (e results are shown
in Figure 14.

Figure 14 shows segmentation results based on the
projection method. (e segmentation results were drawn
after using projection histogram from Figure 13.

5. Character Recognition Based on HOG-SVM

5.1. HOG Feature Extraction of Character Image. HOG al-
gorithm can represent the edge or shape information in the
image in the form of gradient direction histogram [30].
HOG features are extracted from the segmented single-
character images, which are used as input into SVM as
feature vectors for training to obtain a character recognition
classifier. (e process of extracting HOG features of an
image is as follows: firstly, the image is divided into a
plurality of cells, and each cell is composed of numerous
pixels. Secondly, the gradient direction histogram of all
pixels in each cell is calculated. (e interval composed of
several cells is called a block, and an image can be divided
into several blocks. Finally, the cells in each interval are
normalized to obtain the final HOG features.

(e dimension of HOG features is determined by image
size, cell size, block size, and other parameters, and the
specific calculation formula is as follows:

N �
cb × bs/cs( 

2
× w − bs + bt(  × h − bs + bt( 

b
2
t

, (6)

where w、h represent the width and height of the image,
respectively, cb indicates the dimension of bin in each cell, bs

indicates the size of the block, cs indicates the size of the cell,

bt indicates the step size of block movement in the image. In
order to avoid the feature vector dimension being too large
and reduce the recognition efficiency, the image size is
usually adjusted during training of a machine learning
classifier and reduce the feature vector dimension.(e HOG
features extracted from the segmented single character are
shown in Figure 15.

Figure 15 shows us the extraction of both numeric and
English letter HOG characters. As one number (3) and single
letter (R) are used for HOG extraction, it refers to a single
character HOG.

5.2. Character Recognition Based on SVM. Support vector
machine (SVM) is a commonly used machine learning
classification algorithm. (e principle diagram of SVM
classification is shown in Figure 16.

Figure 16 shows us the schematic diagram of the pro-
posed SVM classifier. Assuming that there are two types of
sample points in two-dimensional space, which are linearly
separable, it is necessary to find hyperplane A and separate
the two types of sample points. Suppose the expression of the
hyperplane is

ωTx + b � 0, (7)

where ω � [ω1,ω2]
T is applied to control the direction of the

hyperplane. x � [x1, x2]
T andintercept b are used to control

the hyperplane position.
Each xi is assigned a category label yi, that is, add

category label yi to each xi, each xi add a category label. yi,
is

yi �
+1 for class 1

−1 for class 2.
 (8)

Figure 12: Denoised character area.

Figure 13: Projection histogram of character area.

Figure 14: Segmentation result using the projection method.

Big Size Noise

Figure 11: Character area after removing the border.
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(e goal of SVM is to find a hyperplane that maximizes
the classification interval w, and W � 2 d, the problem is
transformed into finding the maximum value of the distance
d from the support vector to the hyperplane, and its ex-
pression is shown in the following formula:

d �
ωTx + b





ω
. (9)

(e problem is turned into calculating the minimum of
1/2ω, then the optimal hyperplane needs to meet the con-
ditions as follows:

minω,b

1
2
ω2

,

styi ωT
xi + b ≥ 1, i � 1, 2, . . . , m.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

In the case of linear inseparability, it is necessary to
introduce a kernel function, which is used to map samples to
a higher dimensional space and make samples linearly
separable in the new dimensional space. Compared with the
traditional classifier model, SVM has higher accuracy in
solving small sample data classification.

In this paper, the HOG-SVM algorithm is used to
construct a character recognition classifier, and the training
process is as follows:

(1) We process input images to locate character areas
and segment characters. (en, we build sample li-
brary, mark according to character types, and divide
into training set and test set.

(2) Afterward, we normalize the image size to 48 ∗ 48
and extract HOG features from the normalized
image.

(3) We use input features into SVM classifier for su-
pervised training.

(rough the above steps, the SVM character recognition
classifier is obtained. (e SVM model parameters used in
this paper are shown in Table 1.

We normalize the size of the image to be recognized to
48 ∗ 48, extract the HOG feature of the character image,
input it into SVM classifier to recognize the character, and
finally return the character recognition result.

In this paper, 600 character pictures from different
camera angles and different lighting conditions are selected
as training samples. (ere are 200 character pictures as
testing samples. (e overall recognition rate is shown in
Table 2.

Two categories of test samples (letter and number) are
listed along with the number of test samples, correct
identification quantity, and recognition accuracy rate. Test
samples (A, E, F, S, and T) denote the letter category and (1,
2, 3, 5, and 6) refer to number category (Table 2). Each test
sample in two categories contains 20 test samples.

(e average time consumed is 6.85 s, and the result show
that that character segmentation recognition method pro-
posed in this paper has a good recognition effect on the labels
of disc-like workpieces distributed in a ring shape.

(ere is a slight difference in the correct identification
quantity between two categories. Letter category of test
sample gained 97% correct identification from the proposed
approach, and number category gained 98% correct iden-
tification. (e results show that the proposed approach is
equally significance for the identification of letter and
number characters.

SVM classifier is usually applied to dichotomy issue,
and this research required to test five samples in each of
two categories. (ere were 20 test samples in each test, as
shown in Table 2. Comparing recognition accuracy rate
results of a study [31] as 93.6893% with this study, we can
conclude that the proposed research is better than the
existing work. (is improved recognition accuracy rate
might be due to size and training of SVM classifier in this
study. In another study [32], character recognition

Extracting HOG
features

Extracting HOG
features 

Figure 15: Characteristics of single character HOG.

Sample A

Sample B

εB εA

Figure 16: Schematic diagram of SVM classification.

Table 1: Parameters of Hog-SVM character classifier.

Type Parameter value
Kernel function Gaussian
HOG feature dimension 900
Maximum number of iterations 1000
Maximum acceptable error 1e− 7
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accuracy was obtained as 94.43% using SVM classifier
along with the feature extraction algorithm. (is accuracy
rate is less than the accuracy results achieved in our re-
search work. Generally, using lower training cycles pro-
vides a better accuracy as compared with the higher
training cycles.

Present research mainly uses recognition accuracy rate
as an evaluation measure for a classification method. A few
more evaluation measures, such as build time of a classifier,
precision, and misclassification rates have been widely used
in the literature [33]. (is study shows a limitation in using
these measures. Other than these missed measures, mean
absolute errors (MAE) and root mean square error (EMSE)
[34] can be applied to evaluate the classifiers for the clas-
sification and prediction issues.

6. Conclusions

In this study, a character segmentation and recognition
based on projection method are proposed and implemented
to identify the markers of disc-like workpieces with the
circular distribution.

(is study proposed to construct a character recognition
classifier using the HOG-SVM algorithm for marker iden-
tification of disc workpiece. A dataset has been used to
evaluate the proposed HOG-SVM algorithm. (e authors
have used a number of test samples from this dataset to train
and evaluate the proposed algorithm. (e experimental
results show that the recognition accuracy rate of annular
distribution markers of disc-like workpieces is over 97%,
which is better than state-of-the-art approaches. (erefore,
HOG-SVM classifier has been selected as a best classifier
impartially. However, the evaluation of the proposed al-
gorithm can be extended by using some popular evaluation
measures in future works. (is can enhance the robustness
of the proposed algorithm for different real world recog-
nition and prediction issues.

Data Availability

(e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

(is work was supported by the Key Industrial Chain Project
of Shaanxi Province (No. 2021ZDLGY 10-07) and the Sci-
entific-Technological Innovation Projects in Strategic
Emerging Industries of Shandong Province (No.
2017TSCYCX-24).

References

[1] E. Hornecker and T. Psik, “Using ARToolKit markers to build
tangible prototypes and simulate other technologies,” in
Proceedings of the IFIP Conference on Human-Computer
Interaction, pp. 30–42, Springer, Rome, Italy, September 2005.

[2] T. Nasir, M. K. Malik, and K. Shahzad, “MMU-OCR-21:
towards end-to-end Urdu text recognition using deep
learning,” IEEE Access, vol. 9, no. 2021, Article ID 124945.

[3] W. Liu, Q. He, and W. Zheng, “Research on vehicle license
plate recognition technology based on HAAR feature and BP
neural network,” Electronic measurement technology, vol. 42,
no. 8, pp. 61–67, 2019.

[4] S. M. Hanif and L. Prevost, “Text detection and localization in
complex scene images using constrained AdaBoost algorithm
[J]. Document analysis & recognition,” in Proceedings of the
icdar.international Conference on, p. 5, Barcelona, Spain, July
2009.

[5] W. Hu, “Preprocessing of embossed characters based on
convolutional neural network,” Journal of Information
Technology, vol. 44, no. 8, pp. 152–156, 2020.

[6] L. Guo, R. Han, and X. Cheng, “Digital instrument identi-
fication method based on deformable convolutional neural
network,” Computer Science, vol. 47, pp. 1–12.

[7] Z. Hu, X. Zhang, and X. Li, “Research on batch invoice rec-
ognition system based on convolutional neural network,” In-
dustrial Control Computer, vol. 32, no. 5, pp. 104-105+107, 2019.

[8] X. A. Davix, C. S. Christopher, and D. Judson, “Detection of
the vehicle license plate using a kernel density with default
search radius algorithm filter,” Optik, vol. 218, Article ID
164689, 2020.

Table 2: Character recognition performance.

Test sample Number of test samples Correct identification quantity Recognition accuracy rate (%)
A 20 20 100
E 20 20 100
F 20 18 90
S 20 20 100
T 20 19 95
Letter 100 97 97
1 20 20 100
2 20 20 100
3 20 19 95
5 20 20 100
6 20 19 95
Number 100 98 98

8 Mobile Information Systems



[9] X. Zhao and F. Qi, “Automatic license plate recognition
technology based on color segmentation,” Journal of Shanghai
Jiaotong University, vol. 32, no. 10, pp. 3–9, 1998.

[10] M. Ai and Q. Tao, “Detection and recognition algorithm of
steel surface characters based on MobileNet model,” Modern
Computer, vol. 3, pp. 73–78, 2020.

[11] Z. Zhong, L. Sun, and Q. Huo, “Improved localization ac-
curacy by LocNet for Faster R-CNN based text detection in
natural scene images,” Pattern Recognition, vol. 96, Article ID
106986, 2019.

[12] C. Fu and R. Qiu, “A license plate recognition system based on
YOLOv3 algorithm,” Technology & Innovation, vol. 3, no. 3,
pp. 42–44, 2020.

[13] J. Zhang, Design of Milk Powder Cover Information Recog-
nition System Based on Machine Vision, Harbin university of
science and technology, Harbin, China, 2019.

[14] S. Malakar, R. Sarkar, S. Basu, M. Kundu, and M. Nasipuri,
“An image database of handwritten Bangla words with au-
tomatic benchmarking facilities for character segmentation
algorithms,” Neural Computing & Applications, vol. 33,
pp. 449–468, 2021.

[15] D. Hu, J. Hou, and Q. Zhang, “Production date identification
based on convolutional neural network,” Electronic mea-
surement technology, vol. 43, no. 1, pp. 152–156, 2020.

[16] Z. Chen, H. Zhou, and Z. Qin, “Text verification code rec-
ognition scheme based on image processing and convolu-
tional neural network,” Cyberspace Security, vol. 11, no. 8,
pp. 75–80, 2020.

[17] A. Rehman, “An ensemble of neural networks for nonlinear
segmentation of overlapped cursive script,” International
Journal of Computational Vision and Robotics, vol. 10, no. 4,
p. 275, 2020.

[18] P. A. Tamhankar, K. D. Masalkar, and S. R. kolhe, “A novel
approach for character segmentation of offline handwritten
Marathi documents written in MODI script,” Procedia
Computer Science, vol. 171, pp. 179–187, 2020.

[19] X. Yan, Q. Gao, and S. Zhu, “Segmentation method of
embossed characters in low-quality images with uneven
brightness,” Computer Engineering and Application, vol. 57,
no. 8, pp. 185–191, 2021.

[20] W. Xu, C. Guang, and S. Wu, “Segmentation of cohesive
characters in detonator coded images,” Research and Explo-
ration in Laboratory, vol. 38, no. 10, pp. 9–13, 2019.

[21] S. Guo, “Research on English character algorithm based on
OpenCV and Tesseract-OCR,” Computer Programming Skills
and Maintenance, vol. 6, pp. 45–49, 2019.

[22] H. Shi, X. Hu, and R. Liu, “Research on handwritten numeral
character recognition based on heuristic GA-SVM,” Com-
puter Technology and Development, vol. 22, no. 10, pp. 5–9,
2012.

[23] H. Xuezhi, A. Zhang, and P. Yao, “Numeric character rec-
ognition based on character features,” Computer and Digital
Engineering, vol. 47, no. 9, pp. 2295–2299, 2019.

[24] T. Guan, Y. Zhen, X. Song et al., “Design of license plate
recognition system based on capsule network,” IOP Confer-
ence Series: Materials Science and Engineering, vol. 892, no. 1,
Article ID 12049, 2020.

[25] T. Altan and M. Shirgaokar, “Simulation based process design
for improvement of profitability in the hot forging industry,”
in Proceedings of the 19th International Forging Congress,
Chicago, Illinois, Forging Industry Association, Cleveland,
Ohio, September 2008.

[26] S. N. Melkote, W. Grzesik, J. Outeiro et al., “Advances in
material and friction data for modelling of metal machining,”
Cirp Annals, vol. 66, no. 2, pp. 731–754, 2017.

[27] M. Rajaraman, G. Philen, and K. Shimada, “Tracking tagged
inventory in unstructured environments through probabi-
listic dependency graphs,” Logistics, vol. 3, no. 4, p. 21, 2019.

[28] Z. Wang, Ma. Xing, C. Mu, and H. An, “Research on adhesive
workpiece recognition and positioning based on machine
vision,” in Proceedings of the 2019 4th International Confer-
ence on Automation, Control and Robotics Engineering,
pp. 1–7, Shenzhen China, July 2019.

[29] S. M. Abid Hasan and K. Ko, “Depth edge detection by image-
based smoothing and morphological operations,” Journal of
Computational Design and Engineering, vol. 3, no. 3,
pp. 191–197, 2016.

[30] B. Ren and C. Gu, “Gesture recognition based on HOG
features and SVM,” Bulletin of Science and Technology, vol. 27,
no. 2, pp. 211-212, 2011.

[31] J. Yang, Z. Chen, J. Zhang, C. Zhang, Q. Zhou, and J. Yang,
“HOG and SVM algorithm based on vehicle model recog-
nition,” MIPPR 2019: Pattern Recognition and Computer
Vision, vol. 11430, Article ID 114300T, 2020.

[32] M. R. Phangtriastu, J. Harefa, and D. F. Tanoto, “Comparison
between neural network and support vector machine in
optical character recognition,” Procedia Computer Science,
vol. 116, pp. 351–357, 2017.

[33] R. Panigrahi, S. Borah, A. K. Bhoi et al., “Performance as-
sessment of supervised classifiers for designing intrusion
detection systems: a comprehensive review and recommen-
dations for future research,”Mathematics, vol. 9, no. 6, p. 690,
2021.

[34] S. Sengan, R. H. V, R. H. Jhaveri, V. Varadarajan, R. Setiawan,
and L. Ravi, “A secure recommendation system for providing
context-aware physical activity classification for users,” Se-
curity and Communication Networks, vol. 2021, Article ID
4136909, 15 pages, 2021.

Mobile Information Systems 9


